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We present a hybridized algorithm based on clustering and nearest neighbour classifier

for mobile activity recognition. The algorithm transforms a training dataset into a more
compact and reduced representative set that lessens the computational cost on mobile

devices. This is achieved by applying clustering on the original dataset with the concept

of percentage data retention to direct the operation. After clustering, we extract three
reduced and transformed representation of the original dataset to serve as the reference

data for nearest neighbour classification. These reduced representative sets can be used

for classifying new instances using the nearest neighbour algorithm step on the mobile
phone. Experimental evaluation of our proposed approach using real mobile activity

recognition dataset shows improved result over the basic KNN algorithm that uses all
the training dataset.
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1 Introduction

Activity recognition is a classification task which utilizes labelled data to train a classifica-

tion algorithm and produces a model that recognizes new unlabelled data. There are two

approaches to model induction in mobile activity recognition [1]. The first approach called

offline training collects sample data from subjects who perform the designated activities. The

collected data is then used to induce a model on a remote system off the mobile device. The

induced model is later deployed into the application for recognition. The second approach

called online training involves inducing the model directly on the device using the user’s

self-annotated data. The advantage of the second approach over the first one is that it can

produce more accurate and personalised model for individual user. However, it also leads to

duplication of efforts for each user to produce self-annotated data. Contrary to this, offline

model eliminates duplication of efforts but rather suffers from less personalised model for each

individual [2].

Several studies have evaluated different algorithms both in online and offline modes. These

studies have reported KNN to give good performance in terms of accuracy in offline training [3,

4, 5, 6]. But despite this performance, KNN is not being used for online recognition on mobile

phones. The reason for this is that KNN requires all the training data to be kept in memory

for comparison operation between each test instance and the entire training data. This is cost

prohibitive especially for the resource constraint and real time response requirement of the

mobile device in the face of multitasking and multifarious mobile applications that users run

on them. Hence, there is need to make KNN amenable for online recognition of activities.
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To make KNN amenable to online recognition with mobile activity recognition, we propose

an offline data reduction step that reduces the amount of training instances to a desired

percentage of the original dataset. The reduced set serves as a good representation of the

training set and ensures better accuracy of KNN in an online setting for activity recognition.

The evaluation of the proposed framework shows that it performs better than using the basic

nearest neighbour algorithm with all the training data. This framework termed ‘CKNN’ is

an extension of our earlier work presented in [15]. The present work includes extension of the

approach and extended experimentation with further results.

The rest of this paper is organised as follows: Section 2 and 3 present some of the related

work in using KNN and other algorithms for activity recognition. Section 4 presents an

overview of the proposed classification framework. Section 5 describes the methodology while

Section 6 presents the result and discussion and finally Section 7 gives the conclusion.

2 Nearest Neighbour and Centroid Based Classifiers

Nearest neighbour algorithm is a classification algorithm based on the premise of computing

the distance between a test instance and all the training samples and assigns the class label

of the closest point to the test instance. The distance computation is performed by means of

various distance functions such as Euclidean, Minkowski, and others. More formally, given a

training set D = ((x1, y1), (x2, y2), ..., (xn, yn))xi ∈ Rn and yi ∈ R1 and new sample pattern

xk to be classified, the pattern will be compared with all the training set D i.e. f (xk ,D) using

appropriate distance measure f . The label of the point that has the minimum distance to the

pattern is then assigned as its class label. Variations to nearest neighbour algorithm strategy

includes K-Nearest Neighbour, Fuzzy K-Nearest Neighbour, R-Nearest Neighbour, Modified

K-Nearest algorithm among others [7].

Centroid based classification is an extension of nearest neighbour which provides a reduced

set of the training samples. The basic nearest centroid classifier also called minimum distance

classifier [8, 9] operates by taking the mean or centroid of all the samples in each class present

in the dataset. These means form the prototypes to be used for nearest neighbour classification

of new instances. Again, given a training set containing instances with feature vector xi and

target variable yi as D = ((x1, y1), (x2, y2), ..., (xn, yn))xi ∈ Rn and yi ∈ R1 , we can compute

the per-class centroids as ~µl = 1
|Ci|

∑
~xi where Ci is the amount of samples belonging to class

i ∈ y. A new instance without a label can be classified to the label ŷ = arg minl∈Y‖~µl − ~x‖
of the centroid closest to it. The extension to this simple per class centroid is the method of

clustering the entire dataset using the number of classes in the dataset to direct the number of

clusters and invariably the number of centroids to be created. Another approach involves the

clustering of the data in each class to obtain a number of centroids to be used as the prototype

samples for the class. We extend this approach by proposing the notion of percentage of data

retention desired to direct the amount of clusters to be created in each class present in the

entire samples. The notion of percentage data retention eliminates the decision of K clusters

to be performed in clustering. We need to specify only the desired percentage of data to be

used based on the accuracy or the storage requirements of the system.
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3 KNN in Activity Recognition

KNN is suitable for activity recognition because some of the factors that limit the efficiency

of KNN are not prevalent in the domain of inertial based activity recognition. We can observe

that the number of features required in activity recognition are often minimal as a sizeable

number of them are adequate for recognizing most activities. Furthermore, the magnitudes

of the features are small and in similar proportions. Most significantly, the accelerometer

values along the three axes are often within similar range of values. These reasons make

nearest neighbour algorithm and its extensions a suitable method for pattern recognition and

classification in activity recognition. Activity recognition using different sensor modalities and

algorithms has been study extensively. A number of machine learning approaches in activity

recognition were reviewed in [10]. A more recent review focusing on mobile phone based

activity recognition is presented in [1]. The paper identifies many systems that are based

on using smartphone sensors for activity recognition. Also, a comparative study of different

classifier algorithms from Weka [11] machine learning tool was performed in [12] using data

obtained from smartphone accelerometer. The data collected with phone placed in the shirt

pocket was used to compare accuracies of IBK, Naive Bayes, Rotation Forest, VFI, DTNB

and LMT algorithms while the data collected when the phone was placed in the palm position

was used to compare accuracies of SMO, NNge, ClassificationViaRegression, FT, VFI, IBK

and Naive Bayes algorithms. Out of all the algorithms tested, they reported IBK and IB1

to give the best accuracy for the hand’s palm data and VFI gives the lowest accuracy. The

KNN algorithm was not used directly on mobile phone for activity recognition. This can be

attributed to the impracticability of using KNN directly for online activity recognition.

Similarly authors in [5, 6] have all shown the superior performance of KNN in terms of

accuracy for mobile AR in an offline evaluation scenario. Kose et al. [13] have proposed

an improved KNN algorithm for online activity recognition. Initially, the training dataset

consists of 4 features: average, minimum, maximum and standard deviation. The algorithm

works by selecting k values from the minimum, maximum and average features across each

activity data and the standard deviation of the data in each class. The reduced values and

the corresponding class tags are employed during recognition phase. The main drawback of

this approach is its feature dependence. The algorithm cannot be applied to a dataset with

feature characteristics different from the one used in the algorithm. Our approach does not

have this limitation as it is applicable to any feature set. Abdallah et. al. [14] have proposed

a cluster based classification algorithm that clustered the training datasets into K clusters of

the number of activities. The clusters obtained were refined by removing instances of other

classes that were mixed-up in a given cluster having majority instances of another class and

then the cluster centroids were calculated. The algorithm employs four features computed

from each cluster to classify new data. However, this algorithm does not treat new activity

data to be classified as individual instances. Rather, it applies clustering to a window of

raw accelerometer data and the clusters obtained are compared to the cluster generated from

the training data using Euclidean distance, density, gravitational force and within cluster

standard deviation. This approach does not segment between one activity and the other. In

addition, the time required to collect enough samples that can be meaningfully clustered will

be high for online recognition system that requires immediate and real time feedback of the

recognised activity.
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4 Overview of Clustering and Nearest Neighbour (CKNN) Based Classification

Framework

One of the key reasons for proposing this algorithm is to develop a change detection and

adaptive incremental learning strategy for activity recognition using smartphone accelerom-

eter. In this regard, we need an algorithm that is capable of being updated during online

classification. Our framework is well suited for this purpose. The framework is based on the

application of clustering and nearest neighbour hybrid technique to create a holistic repre-

sentation of the original dataset into a compact and more discerning set. The framework has

two phases of operation- the offline and online phases. The off-line phase involves extensive

experimentation to determine the amount of data to be retained in the dataset to ensure

more accurate classification with nearest neighbour approach. The main essence of this stage

is to reduce the original dataset as much as possible to yield a more compact and informative

reduced set that is suitable for on-line recognition. To achieve this, we apply clustering on the

original dataset and introduce the notion of percentage data reduction to guide the clustering

routine on the number of cluster to create in each class present in the dataset. The clustering

of the data in each class to obtain set of centroids will enable us to have a wide representation

of the various patterns that may be present within a given class. This will invariably enable

the system to leverage on the wide patterns rather than a single centroid pattern per class

to classify new samples. We obtained a set of clusters per class from the clustering stage.

After this, we extract three cluster parameters from each cluster. Each of these parameters

can be used individually as referenced instances or their predictions can be combined into an

ensemble predictions depending the level of accuracy desired and system resources available.

The parameters are described as follows:

• Centroid or Mean: The mean vector is obtained from the cluster of data by computing

the average of the set of vectors present in the cluster. ~µl = 1
|Ci|

∑
~xi where Ci is amount

of samples belonging to cluster i ∈ 1, ...n. The set of centroid vectors obtained from

clusters created in each class of data present in the dataset represent a reduced and new

representative set from the centroid perspective.

• Maximum vectors are list of vectors each in Rn. Each vector contains the maximum

value along each feature of the set of instances in a cluster. This implies that each

cluster has a maximum vector. The collection of maximum vectors represents another

representation or view of the original dataset. The intuition of using this parameter is

that once we have the set of maximum vectors across each type of activity we can be

able to differentiate high intense activity with high values from low intense activity with

low values.

• Minimum vectors are list of vectors each in Rn. Similar to maximum vectors, each

vector contains the minimum value along each feature of the set of instances in a cluster.

This also represents another view of the original dataset. The intuition of using this

parameter is that once we have the set of minimum vectors across each type of activity

we can be able to differentiate low intense activity with low values from high intense

activity with high values.
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5 Methodology

Our propose approach of online activity recognition employs a data reduction strategy to

reduce the initial training set to a more compact set suitable for in-memory use for online

recognition. As shown in Algorithm 1, the algorithm takes the training data and the desired

percentage of data to retain as input and produces the Model Data (MD).

Algorithm 1: Offline Training

Input: Cn , Kn // number of classes and percentage of data to retain in

each class

Data: D = (xi, yi) xi ∈ Rn and yi ∈ R1 // Set of training examples

Result: MD= {Centroid, Minimum, Maximum} // Data Representation for

each Cluster

1 foreach class Ck ∈ {C1, ..., Cn} do
2 dataCk

= getData(D, Ck) // get the data samples belonging to class Ck

3 centroidV ectorsCk
, ClusteredData= Clustering( dataCk

, Kn) // cluster the

data and return centroid vectors and cluster of data

4 foreach clusterk ∈ ClusteredData do
/* compute the maximum and minimum vectors from each cluster */

5 maximumV ectorCk
= max(clusterk)

6 updateMD(maximumV ectorCk
,MD)

7 minimumV ectorCk
= min(clusterk)

8 updateMD(minimumV ectorCk
,MD)

9 end

10 end
11 return MD

The model data (MD) is the set of cluster centroids, minimum and maximum vectors

obtained after applying clustering on the dataset. In this algorithm, data samples belonging

to each class Ck are clustered (lines 1-3 Algorithm 1) by applying a clustering technique on

the data. Possible clustering algorithms include k-Means, DBScan, EM and host of others.

However, we employ Bisecting K-Means in the present work. After the clustering step, the

list of cluster centres obtained for the class of data are stored in a list.

In addition, we extracted the minimum vectors and maximum vectors from each cluster

returned for the current class (Algorithm 1 lines 4-8). The number of clusters created per

class is dictated by the percentage of data retention input to the algorithm. This step is

repeated for each class in the data. Finally, the set of cluster characteristics i.e. centroid ,

minimum and maximum vectors obtained from the different clusters of each class and their

associated labels are returned from the algorithm. These represent the Model Data (MD) to

be deployed for the online recognition on a mobile phone. The key feature of the model is that

it is more compact and has a reduced resource overhead in terms of memory requirement and

time when compared to the ordinary KNN. In addition, the reduced compact set including

centroids can be adapted to evolving sensory stream as new unanticipated changes occurs in

the input data distribution.

During the online phase, new instance can be classified by passing it and the MD to

Nearest-Neighbour routine. The routine employs Euclidean distance to compute the K-nearest
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neighbour to the new instance and assigns the majority label of the K nearest point to it

(Algorithm 2). Since we have more than one cluster characteristics in the MD, each is

considered separately and a majority voting is performed on the outcome of each comparison.

The final class given to the new instance is the majority label returned by all of them.

Algorithm 2: Online Classification

Input: xnew new unlabelled instance
k number of nearest neighbours
Data: MD compressed training set with characteristics features
Result: ynew=predicted class

1 foreach clusterCharacteristicsi in MD do
2 predictioni =nearestNeighbour(clusterCharacteristicsi, xnew, k )
3 end
4 The output class is (ynew) = argmaxc (predictionc) c = (1...C)
5 return ynew

5.1 Experiments

In this section we describe the experiments conducted to evaluate the applicability and ac-

curacy of the proposed algorithm. We used the Wireless Sensor Data Mining (WISDM) and

Human Activity Recognition Using Smartphone (HARS) dataset for the experiments. The

two datasets were released to the public for smartphone based activity recognition evaluations.

5.1.1 Dataset Descriptions

1. WISDM Dataset: The WISDM activity recognition dataset [16] was obtained from the

accelerometer of mobile phones. The data were collected from 32 users that performed

six designated activities of working, jogging, ascending and descending stairs, sitting and

standing. Each data sample in the dataset is represented by 43 features. The features

were obtained from the transformation of 200 raw samples of data recorded from the

tri-axial accelerometer of a mobile phone. Each 200 worth of samples were recorded

within a 10 second window with a sampling frequency of 20Hz. The features used were

basic statistical features including standard deviation, average, resultants among others

[16] described as follows:

• X0..X9, Y 0..Y 9, Z0..Z9 are set of bins of values representing fraction of accelerom-

eter samples that fell within that bin.

• XAV G, Y AV G,ZAV G these features represent the average of the x, y, and z

values in each recorded 200 samples.

• XPEAK,Y PEAK,ZPEAK these features approximate the dominant frequency

along the x, y, and z axis values of the accelerometer within each 200 samples.

• XABSOLDEV, Y ABSOLDEV,ZABSOLDEV are the average absolute devia-

tions from the mean value for each axis.

• XSTANDDEV, Y STANDDEV,ZSTANDDEV are the standard deviations for

each axis.
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• RESULTANT is the average of the square roots of the sum of the values of each

axis squared
√

(x2i + y2i + z2i ).

The dataset distribution spread across the six activities. The total amount of samples

in the dataset and their distributions across each activity are shown in Table 1.

Table 1. Distribution of WISDM Dataset

Activity label Instances Percentage(%)

Walking 2081 38.41
Jogging 1625 29.99

Upstairs 633 11.68
Downstairs 528 9.75

Sitting 306 5.65
Standing 245 4.52

Total 5418 100.00

2. Human Activity Recognition Using Smartphone Dataset-HARS The Human Activity

Recognition Using Smartphone Dataset [17] is as set of data collected from a set of 30

volunteers who are within an age bracket of 19-48 years. Each subject performed six

designated activities of walking, walking-upstairs, walking-downstairs, sitting, standing,

and laying while wearing a smartphone attached to their waists. The data were obtained

from gyroscope and accelerometer sensors of the smartphone. Each data sample in

the dataset is represented by 561 features containing both time domain and frequency

domain features and a corresponding activity label. The features were obtained from

128 fixed-width sliding windows of 2.56sec with 50% overlap. The dataset is partitioned

into train and test set in 70% and 30% proportion in random fashion across the different

users. The training dataset distribution spread across the six activities are shown in

Table 2.

Table 2. Distribution of HARS Training Dataset

Activity label Amount of Instances Percentage

Walking 1226 16.68
Walking Upstairs 1073 14.59

Walking DownStairs 986 13.41
Sitting 1286 17.49

Standing 1374 18.69
Laying 1407 19.14

7352 100.00

5.1.2 Experimental Setup

We performed the experiment in two phases. In the first phase, we examined the accuracy

of using individual cluster characteristic. We have three characteristics that were used for

classification decision during the online phase (Algorithm 2). The centroid characteristic is
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the mean of the data points in a cluster. Minimum characteristic is the minimum values

across each feature for the data points in a cluster while the maximum characteristic is the

minimum values across each feature for the data points in a cluster. We varied the percentage

of data retained ranging from 10-90% retention rate. We did not test the 100% retention rate

because this will be equivalent to having all the dataset present. Therefore, we obtained the

accuracies of using each characteristic as the number of data retention was varied. In the

second phase of the experiment all the characteristics were combined to predict the classes of

unseen instances used for testing the algorithms. The results obtained for each configuration

of the experiment is presented in the next section.

6 Results and Discussion

The accuracy of the propose approach to classification of mobile activity recognition is pre-

sented here. The results of using WISDM dataset [16] for evaluation are shown in Tables 3,

4 and 5. The tables show the results for the three different reduced data samples (centroid,

maximum and minimum) employed individually by the nearest neighbour to classify the test

data. As indicated in Table 3, centroid data give its best accuracy of 81.46% in classifying test

instances when nearest neighbour is set to 1 and the percentage of data retained is set to 50%

of the original dataset. The accuracy of maximum data characteristic shown in Table 4 has

the best accuracy of 80.44% when k=2 and data retained is either 80% or 90% of the original

training dataset while the accuracy of minimum data shown in Table 5 for classification deci-

sion give its best accuracy of 81.73% when K=1 and data retained is 80%. However, when we

combined the predictions from all the three representative data and used the majority voting

scheme to select the final class of an instance, the best accuracy of 81.18% is obtained when

K=2 with 80% data retention (Table 6).

These results indicate that there is a trade-off between accuracy and the amount of data

retained for classification across each of the three data characteristics and their ensemble

predictions. Thus, we can select the percentage of data retention based on the level of desired

accuracy. For this dataset, we can adopt 50% as the optimal data retention given that

the overall best accuracy of 81.46% is achieved with centroid characteristic at this point.

Going beyond this percentage of data retention does not yield any high significant increase

in accuracy across each of the training data representation and their combination. Therefore,

going beyond 50% data retention is ineffectual considering that the corresponding accuracy

improvement is not very significant. We also observed that the best accuracy were obtained

for the WISDM dataset[16] within the range of nearest neighbours set between 1 and 5 for

all the three reduced data and therefore the remaining results from other values of K are

omitted.

Table 7 shows the comparison of the accuracy of KNN which utilized all the dataset

and the three data representations with their best accuracies obtained at the corresponding

data retention level. We can see that the accuracy of basic KNN is lower than the centroid,

minimum and the ensemble prediction accuracies. As indicated further in Figure 1, the

accuracy of using centroid data for prediction is the best when K=1 and the percentage

of data retention is set to 50%. This is followed closely by the ensemble prediction which

utilized the combined predictions of the three data representations. Although, the ensemble

prediction is not suitable for this dataset because it will require the retention of 60% each
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Table 3. Centroid Data Accuracy with Varying Percentage of Data Retained on WISDM Dataset

Centroid Data

K 10% 20% 30% 40% 50% 60% 70% 80% 90%

1 76.85 79.80 80.07 80.54 81.46 80.81 80.90 80.63 81.00
2 76.01 77.77 78.78 79.80 79.70 80.26 80.63 81.09 80.81
3 75.83 78.32 78.78 78.32 79.43 79.24 80.17 79.70 78.60
4 76.20 77.31 77.95 78.60 79.24 78.14 79.34 79.61 79.61
5 75.37 76.57 77.58 78.04 78.51 78.14 79.34 79.34 79.43

Table 4. Maximum Data Accuracy with Varying Percentage of Data Retained on WISDM Dataset

Maximum Data

K 10% 20% 30% 40% 50% 60% 70% 80% 90%

1 62.55 65.31 73.15 75.28 77.31 78.87 79.15 79.34 79.98
2 62.92 65.22 72.05 75.00 77.40 79.06 80.07 80.44 80.44
3 64.11 66.42 72.05 73.80 76.11 77.40 77.77 79.34 78.78
4 63.10 65.87 71.77 74.54 77.03 77.95 79.52 78.60 79.43
5 63.10 66.61 71.31 73.71 76.38 76.75 79.06 78.51 79.43

Table 5. Minimum Data Accuracy with Varying Percentage of Data Retained on WISDM Dataset

Minimum Data

K 10% 20% 30% 40% 50% 60% 70% 80% 90%

1 70.48 71.59 75.09 78.04 77.95 79.89 79.98 81.73 80.44
2 69.10 71.49 75.37 77.03 77.58 79.15 79.52 80.72 80.90
3 69.37 73.43 75.83 76.57 77.68 78.97 78.78 79.80 79.61
4 69.83 73.62 75.55 77.31 77.86 78.23 79.61 80.72 80.35
5 69.46 72.42 75.00 76.94 77.49 78.14 78.41 79.52 79.98

Table 6. Ensemble Prediction Accuracy on WISDM Dataset

Ensemble Prediction

K 10% 20% 30% 40% 50% 60% 70% 80% 90%

1 73.71 76.85 78.32 79.61 79.80 81.18 80.81 81.09 80.35
2 69.74 72.79 76.01 78.14 78.23 79.34 80.07 81.18 81.00
3 70.20 73.80 75.74 76.66 77.58 78.14 79.52 80.26 79.24
4 70.39 73.43 75.55 76.66 77.68 77.58 79.98 80.26 79.89
5 69.46 72.88 75.18 76.38 77.58 77.49 79.06 79.06 79.80

for the three data representation. However, the minimum data representation which utilized

80% of the data is also better than that of the KNN which utilized all the data samples

as reference set in classifying new unseen instances. Maximum data representation is the

only data representation that gives a less accuracy compared to KNN and the margin of

difference is very low. In general, we can see the benefits of using reduced samples over the

entire samples for nearest neighbour classification. It is clear that with this approach, we
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can be able to transform a training set into reduced set using clustering and extract useful

features from the clusters to serve as more informative reference sets for the nearest neighbour

classification. It should be noted that the general low accuracy below 90% for this dataset can

be attributed to the nature of the dataset in terms quality of features and the subjects used for

data collection. The dataset contains data from 32 different users of varying characteristics

in performing the designated activity. This produces many variations in the training and

testing data. Nevertheless, the performance of our transformed data are good given the fact

that they can use a reduced dataset for online recognition compare to KNN that requires the

entire training instance to achieve good performance.

Table 7. Different Data Accuracy Compared with KNN Accuracy on WISDM Dataset

KNN Centroid-50% Max-80% Min-80% Ensemble Prediction-60%

80.90 81.46 79.34 81.73 81.18
80.99 79.70 80.44 80.72 79.34
79.89 79.43 79.34 79.80 78.14
80.07 79.24 78.60 80.72 77.58
79.98 78.51 78.51 79.52 77.49

Fig. 1. Accuracy of Using Different Data Transformation and KNN Algorithm with WISDM

Dataset

For the second dataset, the results obtained are presented in Tables 8, 9 and 10. The tables

show the results for the three different representation (centroid, maximum and minimum) of

the original dataset with varying amount of data retention employed to classify test instances.

As indicated in Table 8, centroid data representation gives its best accuracy of 91.65% in

classifying test data when nearest neighbour is set to 8 and the percentage of data retained

is 40%. The best accuracy of using maximum data representation in place of the original

dataset is 89.96%. This is obtained when K=6 and data retained is 80% as shown in Table 9.

Similarly, the best accuracy obtained for using minimum data representation is 90.87% when
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K=7 and data retained is at 80% as shown in Table 10. Moreover, the accuracy of ensemble

predictions of all the three data representations yielded the best accuracy of 91.01% at the

point when K=7 and a data retention of 60% as shown in Table 11.

Table 8. Centroid Data Accuracy with Varying Percentage of Data Retained on HARS Dataset

Centroid Data

K 10% 20% 30% 40% 50% 60% 70% 80% 90%
1 89.45 88.77 89.58 88.77 89.38 87.85 88.16 87.58 88.16
2 87.65 88.29 89.07 88.39 88.33 87.00 86.94 86.80 86.94
3 90.33 89.85 90.70 89.75 90.02 88.97 89.35 89.41 89.35
4 90.50 90.60 90.80 90.30 90.13 89.07 89.62 89.45 89.62
5 90.50 90.40 90.63 90.46 90.70 89.89 89.99 90.13 89.99
6 90.77 91.14 91.28 91.35 90.97 90.23 90.23 90.26 90.23
7 90.74 90.74 90.77 91.21 90.91 90.74 90.46 89.92 90.46
8 91.14 91.11 90.91 91.65 91.11 90.94 90.23 90.23 90.23
9 90.40 90.40 90.46 91.11 90.60 90.87 90.57 90.57 90.57
10 91.62 90.70 90.84 91.52 91.01 91.14 90.40 90.50 90.40

Table 9. Maximum Data Accuracy with Varying Percentage of Data Retained on HARS Dataset

Maximum Data

K 10% 20% 30% 40% 50% 60% 70% 80% 90%
1 66.03 79.00 82.46 83.58 85.58 86.46 87.17 87.61 87.17
2 62.71 73.19 78.96 80.86 83.24 84.66 85.44 85.88 85.44
3 71.46 80.12 85.31 85.82 87.51 88.26 88.67 89.18 88.67
4 69.19 78.62 84.32 85.07 87.00 87.65 88.19 88.94 88.19
5 72.18 80.56 85.04 86.26 87.72 89.21 89.45 89.79 89.45
6 71.16 79.88 85.24 86.19 87.55 88.70 89.01 89.96 89.01
7 72.82 81.37 85.37 86.63 88.19 89.51 88.94 89.62 88.94
8 72.58 81.64 85.61 86.56 88.09 88.84 89.24 89.18 89.24
9 73.94 81.37 86.09 86.46 88.80 89.11 89.48 89.75 89.48
10 73.29 81.34 85.95 86.09 88.67 89.11 89.35 89.75 89.35

Table 12 shows the comparison of the accuracy of KNN and the three data representations.

The KNN utilized all the training dataset while the centroid, minimum and maximum data

representation utilized a reduced and transformed form of the original dataset. We can

see that the best accuracy of 90.77% is obtained for KNN when the nearest neighbour for

deciding the final label of an instance is set to 8. This accuracy is less than the centroid data

representation with K ranges between 1 and 10 and percentage of data retention between

10% and 60% level. This shows that a reduced set using centroid data is better than the

KNN approach that uses all the training dataset. Since other characteristics utilized lower

amount of data, their accuracy can be traded-off for the smaller amount of data required

when compared to the basic KNN that utilized all the training data. Based on these results,

we can select the percentage of data retention based on the level of desired accuracy and

available computational resource on the mobile device. For this dataset, we can take the

10% data retention and the centroid data as the reference training data for classifying new
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Table 10. Minimum Data Accuracy with Varying Percentage of Data Retained on HARS Dataset

Minimum Data

K 10% 20% 30% 40% 50% 60% 70% 80% 90%
1 74.69 79.50 83.92 85.31 86.73 87.17 87.44 87.72 87.44
2 70.41 74.55 80.56 82.05 84.26 85.04 85.92 86.02 85.92
3 77.13 82.22 86.73 86.87 88.53 89.24 89.58 89.72 89.58
4 74.89 79.54 85.14 85.71 87.51 88.50 89.04 89.58 89.04
5 77.20 82.97 86.22 87.78 89.18 89.99 90.36 90.53 90.36
6 76.42 81.81 86.60 86.77 88.97 89.68 90.23 90.33 90.23
7 77.50 84.39 87.31 87.58 89.38 90.70 90.43 90.87 90.43
8 76.89 83.61 87.31 87.34 88.90 89.92 90.06 90.46 90.06
9 77.71 85.27 87.17 88.02 89.68 90.23 89.99 90.40 89.99
10 76.93 84.56 87.21 87.82 89.04 90.26 89.99 90.53 89.99

Table 11. Ensemble Prediction Accuracy on HARS Dataset

Ensemble Predictions

K 10% 20% 30% 40% 50% 60% 70% 80% 90%
1 78.18 84.73 87.95 87.72 88.50 88.16 87.99 87.92 87.99
2 73.97 79.71 84.32 85.17 86.09 86.16 86.53 86.66 86.53
3 80.18 86.63 89.68 89.14 90.16 89.85 90.02 89.99 90.02
4 78.69 84.83 88.46 88.56 89.68 89.58 89.41 89.75 89.41
5 79.64 86.53 88.43 89.62 90.50 90.91 90.70 90.77 90.70
6 79.67 85.88 88.94 89.38 90.43 90.53 90.33 90.74 90.33
7 80.22 86.60 89.24 89.99 90.33 91.01 90.70 90.70 90.70
8 80.32 87.04 89.11 89.96 89.92 90.57 90.13 90.63 90.13
9 80.25 87.11 89.07 89.62 90.16 90.67 90.33 90.50 90.33
10 80.59 87.28 88.87 89.68 89.79 90.97 90.09 90.57 90.09

Table 12. Different Data Accuracy Compared with KNN Accuracy on HARS Dataset

K KNN Centroids-40% Max-80% Min-80% Ensemble Prediction-60%

1 88.19 88.77 87.61 87.72 88.16
2 86.29 88.39 85.88 86.02 86.16
3 89.35 89.75 89.18 89.72 89.85
4 89.11 90.30 88.94 89.58 89.58
5 89.99 90.46 89.79 90.53 90.91
6 89.99 91.35 89.96 90.33 90.53
7 90.50 91.21 89.62 90.87 91.01
8 90.77 91.65 89.18 90.46 90.57
9 90.53 91.11 89.75 90.40 90.67
10 90.40 91.52 89.75 90.53 90.97

insistences. Figure 2 shows the comparative accuracy of using each of the three reduced data

as training set for nearest neighbour classification and their ensemble predictions. We can

observe that the accuracy of minimum and centroid data are better than the KNN. This is

more important since the two use a less amount of data for prediction. Also the accuracy of
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Fig. 2. Accuracy of Using Different Data Transformation and KNN Algorithm with HARS Dataset

the ensemble prediction is also better when k=7 and the data reduction rate is 60%. It is

only the maximum data that gives a lesser accuracy than KNN although the difference is very

small. With this, we can conclude that our approach of reducing the dataset with different

data transformation that is extracted from the clusters is better than using the KNN with all

the training data for predictions.

7 Conclusion

This paper has identified the drawback of using KNN for online activity recognition on mobile

phone. The drawback of KNN in terms of keeping all the large amount of training data

available at recognition time is addressed by proposing a hybrid approach to classification.

The algorithm is based on the concept of clustering and nearest neighbour classification. The

novel approach employs bisecting k-Means algorithm to cluster the training instances. We

introduce the concept of percentage data retention to direct the amount of clusters to create

in each class present in the dataset. The set of clusters obtained and the other informative

data extracted from each cluster serve as the reference set for the online phase of the nearest

neighbour classification. This process retain proportional amount of data across each class of

data in the original dataset. The evaluation of the approach shows that it performed better

than basic KNN algorithm on a real mobile activity recognition dataset.
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