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Abstract  
 

Telecommunication metadata is a resourceful tool that can be employed in fighting incessant crimes. One 

peculiar challenge in this resourceful material is the inability to access the personal status of criminal syndicate. 

It weakens evidence for identifying conspirators in crimes. Recently, quadrant approach has proven to be a better 

approach for analyzing metadata to unveil the level of involvement of the direct perpetrators. However, it was 

found that combination of only degree and betweenness centrality in this approach limits its ability to uncover the 

key-players, especially distant influencers. In this work, we have proposed an enhanced quadrant approach as a 

robust method for classifying criminal activities based on their relationships. The method reserves a portion of 

quadrants for identifying smart(hidden) criminals or fugitives. In order to ensure that all vital covert members are 

adequately uncovered, this study incorporates more social network analysis (SNA) metrics into the quadrant 

approach. It was found that using closeness centrality as a feature for strategic positioning make more 

conspirators become prominent than using betweenness centrality. Thus, the number of detected covert members 

was increased by detection of smart criminals in the quadrant. Out of four cases that were studied, the case where 

closeness centrality was combined with degree centrality detected 19.05% of conspirators among the criminal 

group as against the 2.38% of conspirators that were identified when betweenness and degree centrality were 

combined. The use of closeness centrality also reduced the inconspicuous conspirators to 59.52%.  
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1. Introduction  

 
The use of telecommunication devices has become ubiquitous (Catanese, Ferrara, & Fiumara, 2013). Criminals 

mostly make use of mobile phones on daily bases to mastermind their criminal activities and coverup their 

identities (Eiselt, H. A., & Bhadury 2015). Telecommunication metadata are collected remotely from the mobile 

devices like cellular phones and tablets. The collection of these vital information is usually unknown to end users 

and less suspicious by criminals compared to data gathered via surveillance devices. The metadata offers 

underlying information about transactions and relationships between any two actors, including time, duration, and 

frequency of their communication.  Emergence of various techniques for analyzing relationships between two or 

more mobile phone users have made it possible to predict the tendencies and activities of the communicators. 

Investigations have revealed that human capital attribute and the social capital attribute are obtainable from 

Telecommunication Metadata (Bright, Greenhill, Britz, & Ritter, 2017). 
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Organized crimes are found to be a coalition of individuals with different personalities (Keller, 2015). Security 

agencies should be concerned about identifying key members of criminal gangs. This is because identifying and 

apprehending the key players will jeopardize the coordination and operation of the criminals as others mostly 

depend on their masters for tricks and maneuvering in planning and executing criminal activities. Models for 

detecting important actors focus on the identification of key players (Gunnell, Hillier, & Blakeborough, 2016; 

Ortiz-arroyo, 2010). 

 

 Fighting criminal organizations require measures to identify strongholds and uncover hidden key-players of 

criminal syndicates. In an effort to fight incessant crimes, a number of strategies have been developed. Some of 

these are simulated using data on terrorist groups or drug trafficking organizations (DTO), a number of 

simulations experiments have been carried out using the DTO data. The strategies are directed towards identifying 

key players. Harvesting hidden key players is always a herculean task as they are difficult to identify. A key 

player in a criminal syndicate could be an actor with relatively low links (i.e., low number of direct contacts with 

fellow criminals), as it is known that some key players abstain from associating with ordinary criminals in order 

to safeguard their identities (Hulst, 2009). Hence, the need to go beyond communication data sometimes arise in 

the effort to determine the king players.  Besides phone conversations, other activities such as bank transactions, 

traveling schedules, meetings and short message services (SMS) are considered as a source of data to broaden the 

systematic way of uncovering the key players. 

One of the most feasible and informative techniques among several techniques that have been used to model the 

criminal activities is classification of the members of a syndicate using the role played by each member as the 

metric for grouping them, and thereafter establishing the relationship between the groups and individuals. These 

correlations help in determining the kernel of their planning and operations. It is reported that criminal activities 

are highly correlated with degree of centrality i.e. actively involved actors become more vulnerable to security 

intervention irrespective of their status. But, strategic positioning cannot be correlated with those identified as 

high-status members (Calderoni, 2012). The use of quadrant graph has proven to be a vital tool in analyzing 

multi-relational network. The Quadrant is deployed to identify those actors with high betweenness i.e. actors 

connecting one network layer with another one. With the quadrant technique, four layers are mapped out with 

different actors emerging as holders of strategic positions. They are key players because they are brokers of vital 

information (Grassi, Calderoni, Bianchi, & Torriero, 2019; Leuprecht, Aulthouse, & Walther, 2016).  

 

In this study, we seek to investigate the effect of hidden roles on the vulnerability and strategic positioning of 

covert members (conspirators). Covert and overt members differ in their influences and capacities. Usually, 

highly influential covert members position themselves in such a way to evade detection.  Strategic positioning is a 

hypothetic framework being used to classify fugitive criminals. Therefore, this work targets combination of four 

centrality metrics that can make conspirators become more vulnerable or move from the zone of less-suspicion 

(peripheral) to the zone of prominence.  

The remaining parts of this paper are organized as follows: Section 2 discusses related works, methodology 

description and simulation is presented in section 3, section 4 presents simulation results and discuss, while 

section 5 concludes the paper.  

 

 

2. Related Works  

A number of researches in unveiling the hidden criminals have been proposed using Telecommunication 

Metadata.  

The work of Bright et al (2017) reveals that a dichotomy that exists between the structural status and personal 

status  when analyzing telecommunication metadata. The work investigates the effect of eliminating key actors 

from the point of view of using human capital attribute over the social capital attribute in network disruption. The 
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work established that the use of human capital is more effective in disrupting criminal organizations than a social 

capital attribute. Similarly, Campana and Varese (2012), Varese, (2013) and Calderoni,(2012) worked towards 

harmonizing human capital and social capital status.  

 

Researchers also focus on models for detecting key players, example includes the works of Gunnell et al (2016) 

and Ortiz-arroyo(2010). Kitsak et al (2010) investigated the effect of ascribing importance to all nodes that have 

high degree centrality and concludes that not all nodes with high degree centrality are key actors with respect to 

spreading capacity. Liu et al.,(2015) added that types of organizations and the structure dictates attributes to be 

used in identifying important actors. In addition, the work of Borgatti (2006) established that conventional metrics 

are ineffective in identifying the optimal set of key players. The work provided two definitions for identifying a 

set of key players in a network structure. The two definitions make use of structural attribute (social capital) to 

describe a set of key players.  
 

The fight against criminal organizations had been hinging on how to identify strongholds in an organized criminal 

group (OCG) i.e., to uncover hidden key-player of an OCG (Qiao, Shan, & Zhou, 2017; Song, Zhou, Wang, & 

Xie, 2015). Personal attributes of members signifies the degree of impact on the growth and resilience of criminal 

organizations (Behzadan, Nourmohammadi, Gunes, & Yuksel, 2017). According to Lampe (2009), individual 

characteristics lend decorum in explaining the emergence and reshaping of criminal structure but unfortunately, 

crime data often exclude personal attributes of participants. It is asserted that implicit analysis of network can 

measure social skills of individual members that participated in a crime and those who do not show up under 

investigation (Lampe, 2009; Sparrow, 1991). Structural relationships had been used for identification of hidden 

features in the absence of real personal attributes of network entities (Hulst, 2009; Newman, 2002; Park, 2018).  

 

A vast number of strategies have been evaluated using drug trafficking organization (DTO) data. These strategies 

are directed towards identifying key players, for example,  Maeno and Ohsawa (2007) proposed a strategy that 

recognized an actor that appears in more than one segment of a particular crime data records. Also, the four 

aeroplanes used in the September 11 attacks in the US with the attackers represent four data records. An attacker 

that is found in another data record than his own is taken as an influencer i.e. key player (Maeno & Ohsawa, 

2007). This method is considered to be heuristic for the identification of a key member in a terrorist group 

(Maeno, 2009). Maeno further developed the statistical inference method (SIM) to predict the highest order 

conspirator using the Global Jihad network data (Maeno, 2009). The SIM involved complex mathematical 

expressions. Yang, et al.,(2014) considered the SIM approach to be too unrealistic for real-life criminal scenarios.  

It is a fact that a key player in criminal act could be an actor with relatively low links, as it is known that some 

key players abstain from associating with ordinary criminals in order to safeguard their identities (Hulst, 2009). 

Butt et al (2014) proposed a simple approach in identifying a set of key players by analyzing multi relationships 

among a suspected criminal group. The Multi relationships includes phone conversations, bank transactions, 

record of air travels, meetings and short message services (SMS) each of which serve as a network so that the 

multi-relationship constitute network layers. A key player is taking as an actor with the highest degree centrality 

from each network layer. Indeed, the method should be called harvester of hidden key players as they might be 

difficult to identify as significant actors if the analysis is done on a single network layer. However, this method is 

equally tedious to implement. 

Morselli (2010)  combined degree centrality and betweenness metric. The integration of these two fundamental 

social network analysis (SNA) metrics is conceived on the notion that degree centrality makes criminal actors 

vulnerable, while betweenness centrality can conceal an active criminal participator with very low participation 

(Bright, Greenhill, & Ritter, 2015; Morselli, 2009). With the betweenness metric, the strategic positioning of 

actors can be identified, by combing degree and betweenness centrality, Morselli tried to enhance the visibility of 

hidden key-players. Morselli (2010) also carved up this technique into a graph with four quadrants. Each quadrant 
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hosts a set of actors according to their centrality metric values on the vertical and horizontal axes of the graph as 

shown in Figure 3. The method is used to find relationships between recorded activities of criminal gangs and 

their arrest using a scatter plot. Both the arrested criminals and those who were not arrested appeared in the four 

quadrants. The Quadrant makes obvious those that were arrested but could have ordinarily escape arrest. This 

technique is viewed as effective and less complex for practical purposes. 

Calderoni (2010) also adopt the strategy of integrating centrality degree and betweenness metrics to find strategic 

positioning for actors in the drug trafficking organization (DTO) without resolving to scatter plot of nodes like the 

quadrant graph adopted in the work of Morselli (2010). The strategy is used to find a connection between the 

social capital status of participants in the drug business and their criminal activities. It is reported that criminal 

activities are highly correlated with degree centrality i.e. actively involved actors become more vulnerable to 

security intervention irrespective of their status. But, strategic positioning could not be correlated with those 

identified as high-status members (Calderoni, 2012). In the work of Gunnell et al. (2016), the multi-relational 

network is analyzed with the quadrant graph. The Quadrant is implored to identify those actors with high 

betweenness i.e., actors connecting one network layer with another one (they form the bridges between network 

layers). Four layers were examined in the work with different actors posing as holders of strategic position. They 

are key players because they are brokers of vital information (Grassi, Calderoni, Bianchi, & Torriero, 2019; 

Leuprecht, Aulthouse, & Walther, 2016).  

The quadrant method has been implemented with good effect, however, so far, two SNA metrics were being 

considered. This work seeks to extend the work by Morselli (2010), by a pair-wise combination of four centrality 

measures viz: degree, betweenness, closeness and eigenvector centrality measures in order to achieve a more 

robust method of excavating hidden nodes in a criminal network. This is because the technique is less complex 

and is more apt to expose hidden key players in a criminal group. 

3. Methodology 
The methodology of carrying out this work is described in this section. The terminologies employed are also 

explained including the general concept of the quadrant method as it affects this work. Four cases were created for 

the purpose of our simulation and analysis. Due to non-access to telecommunications metadata for domestic 

criminal cases, data from the September, 11, 2001 US attack was employed in the simulation to test the  method. 

3.1 Simulation Setup 

Figure 1 presents a flowchart depicting the method applied in this work. Dataset of the felons that masterminded 

9/11, 2001 attacks, downloaded from UCINET website, were used. Structural relations among the participants 

were constructed from the dataset using Python anaconda 3.6, this is shown in figure 2.  SNA metric tools were 

run on the simulated network structure to extract four basic centrality scores of all network participants. The 

extracted metrics include degree, betweenness, closeness, and eigenvector centrality. The next stage in the 

procedure according to figure 1 is the identification of the node’s importance or relevancy. The decision block is 

to query the type of relevancy analysis approach intended.  The left branch is for the single metric analysis; where 

only a single metric graph identifies a key-player in the structure, or a set of nodes with high scores are identified 

as a set of key players; i.e., influence maximization. 
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Figure 1: Flowchart of Methodology   

 

 

Figure 1: Anonymous Network structure of the September 11 attackers and conspirators 

 

The right branch of the decision box points to relevancy evaluation of actors based on the quadrant approach i.e. 

partitioning of two overlapped metrics.  The four SNA metrics extracted from the network structure of Figure 2 

were paired to obtain four cases: A to D.  Case A is a pair of degree and betweenness centrality metrics; case B is 

a pair of degree and closeness centrality metrics; case C is a pair of eigenvector and betweenness metrics; while 

case D is a pair of eigenvector centrality and closeness centrality metrics.  
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Figure 3: Typical Quadrant and classification of criminal participants 

 

Figure 3 presents a typical quadrant graph according to Morselli (2010). And it was taken as the standard for our 

work, because many researchers found it very suitable and fundamental in similar analysis. This was presented as 

case A i.e., overlapping of degree centrality and betweenness centrality metrics. The graph was partitioned into 

four quadrants using the average of the metric values on each axis. The dotted line on the vertical axis is the 

average of betweenness metric values plotted on the horizontal axis while the dotted line on the horizontal axis is 

the average of the degree centrality metric value plotted on the vertical axis, this is further explained in section 

3.2. This study used each quadrant to classify participants in organized crime into prominent, less prominent, and 

inconspicuous participants classes as explained in section 3.3. The Quadrant approach is believed to give a better 

classification than a single-metric graph. It allows the analyst to explore both the structural capacity and strategic 

positioning for the identification of less prominent participants. 

 

3.2 Conception of the Structural Capacity and Strategy 

A metric on the vertical axis denotes structural capacity while that of horizontal axis denotes structural strategy. 

Structural capacity implies feature(s) that make actors more visible to security operatives or the public. Structural-

wise, a high number of direct links makes a network node become more visible to network analyst and criminal 

intelligence analyst.  In the same way, participants in organized criminal groups (OCG) can also become more 

visible through the number of activities an actor might be engaged in; the influence capacity an actor has over 

other criminals or his ability in causing havoc based on past criminal records. It was conceptualized that 

conspirators with high personalities might not like to lure themselves into fierce acts as a means of identity 

safeguard. Since degree centrality determines the influence of an actor through its immediate neighbours in the 

network, there is a tendency for conspirators not to have direct neighbours significant enough to project his 

influence. Eigenvector centrality is conceived as an alternative for measuring influence capacity because its 

measurement is not restricted to immediate neighbours only. The reason for this was that the eigenvector metric 

was purposely developed for measuring influence in communication networks (Karthika & Bose, 2011). Influence 

capacity measured by eigenvector was tagged global influence capacity while that of degree centrality was tagged 

local influence capacity. 

The structural strategy was conceived as a network-graph feature, contrary to influence capacity, this is because 

the latter is likely to conceal network nodes (criminal actors). It is considered as a hidden factor which can make 

an actor look insignificant. For example, an actor with highest betweenness centrality score can attain that with 

just only two links. This forces researchers to use betweenness centrality as a tool for measuring brokerage, note 

that brokers always occupy a strategic position. In this work, conspirators are believed to take strategic positions 

in criminal organizations. The proportion of brokers in OCG may depend on sparse nature and 

compartmentalization of the criminal structure. It cannot be denied that conspirators may have low brokerage 
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scores due to inconspicuous links. Closeness centrality is fundamentally meant for measuring proximity; it 

measures the extent of an actor’s distance to other nodes. An actor with the highest closeness score is often taken 

as a network leader because of its closeness to the centre of the structure. It is believed that conspirators are 

instinctive in their close relations with overt criminals (attackers), therefore it is expected that conspirators 

maintain a very low closeness or proximity with active criminals. Based on these considerations, we chose to use 

closeness centrality in place of betweenness centrality to measure strategic positioning of key player.  

3.3 Classification of Identified Criminals According to Their Relevancy   

The identified criminals in the data were classified according to their relevancy by inputting the paired centrality 

metrics, earlier grouped as cases A – D, into the simulation, then taking the mean of the centrality scores on both 

axes. These were plotted on the four quadrants labelled Q1 – Q4 in each of the graphs shown in figures 4 - 7. The 

first quadrant Q1 holds the class of the ‘less prominent’ participants, these are participants whose influence 

capacity is above average but their strategic roles are below average. The second quadrant Q2, holds the class of 

the ‘prominent’ because the participants in this quadrant have both high influence capacity and high strategic 

roles.  It is the region where actors can become the most vulnerable to security operatives irrespective of their 

status or hierarchy. The third quadrant Q3, has both low influence capacity and low strategic roles.  The actors 

that fall into this quadrant are classified as ‘inconspicuous’ or ‘non-prominent. Finally, the fourth quadrant; Q4 

has a high strategic role but low (below average) influence capacity. Q4 is the quadrant for identification of 

fugitive criminals (conspirators), they are classified as ‘less prominent but smart criminals’. Prominent 

participants are highly susceptible members based on literature (Calderoni, 2010; Morselli, 2010). 

 High-profile criminals are assumed to emerge from quadrants Q2 and Q4. The reason behind the choice of Q2 

and Q4 is that conspirators are circumventable. Circumventable participants prefer playing strategic roles (behind-

the-scene activities) than overt activities. Strategic roles could be logical in promoting the prominence of 

conspirators than direct participations. Betweenness and closeness centrality metrics are therefore examined along 

with influence capacity in their effect in making conspirators become prominent. Secondly, since prominence is 

identified with visibility, degree and eigenvector centrality metrics are deployed to investigate which one aids 

prominence of conspirators more than the other. The main fact is to check if indirect relationships could make 

conspirators in Q3 become part of the ‘less prominent’ (in Q1 or Q4) or join the ‘prominent’ in Q2. That is, if 

important conspirators hiding in Q3 can be sieved out to ‘less prominent’ in quadrants Q1 and Q4. 

 

4. Simulation Results and Discussion  
Figure 4 depicts the plot for case A, which classified the criminals using a combination of betweenness and 

degree centrality. This is the general classification used in literature, but it could be seen that this classification 

placed almost all of the criminals as either less prominent (Q1) or inconspicuous (Q3), which means they will all 

evade security operatives. The very dangerous participants, i.e., the less prominent but smart criminals (Q4) were 

not sieved out except only one. This is also evident in Table 1, where only 18 out of 61 criminals were identified 

as prominent criminals (mostly in Q1) while 42 were identified as inconspicuous. From Table 2, where identified 

conspirators are shown, this case A was able to identified only one (1) conspirator (Q4).   

Figure 5 depicts the plot for case B, which classified the criminals using a combination of closeness and degree 

centrality scores. This is the combination introduced in this paper, it could be seen that this sieved out more 

prominent criminals than any of the other cases. This is due our consideration of degree and closeness centrality 

measures as against the degree and betweenness centrality used in literature. This is also numerically evident in 

Table 1 which shows that 26 criminals were identified as prominent while 35 were identified as inconspicuous. 

Most importantly, this our combination sieved out more conspirators (smart criminals of Q4) than any other case, 

as shown in Table 2. It sieved out 8 criminals as conspirators, which are the most dangerous in criminal groups. 
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Figure 4: Brokerage position against local influence (this represents case A, i.e., the combination of degree 

centrality on the y-axis and the betweenness centrality on the x-axis)  

 

 

Figure 5: Proximity position against local capacity (this represents case B, i.e., the combination of degree 

centrality on the y-axis and the closeness centrality on the x-axis) 

 

 

 

Q2 Q1 

Q3 Q4 
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Figure 6: Brokerage position against Global capacity (this represents case C, i.e., the combination of eigenvector 

centrality on the y-axis and the betweeness centrality on the x-axis) 

 

 

 
Figure 7: Proximity position against Global capacity (this represents case D, i.e., the combination of eigenvector 

centrality on the y-axis and the closeness centrality on the x-axis) 

 

Figures 6 and 7 likewise shows the plot for cases C and D. These cases performed equally well but none of them 

classified the criminals as clearly as case B.  

Table 1 presents the quantitative distribution of participants in Figures 4 through 7. Case A and C have the highest 

percentage of inconspicuous participants’ equivalent to 68.85 percent. This percentage is higher than the 
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benchmark percentage presented in (Morselli, 2010). This implies that betweenness renders 2 percent of 

participants inconspicuous to detective techniques. But closeness centrality as found in Case D reduces the 

number of inconspicuous participants by 2.73 percent from 66.66 to 63.93 percent, and Case B reduces by 9.29 

percent from 66.66 to 57.37 percent. It can be inferred that neither local influence capacity nor global influence 

capacity has an impact on the number of participants that emerged as inconspicuous or prominent.  

Out of 42 identified as non-prominent participants, Table 2 shows that case A has 32 and case C has 30 

conspirators in column Q3. This shows that betweenness centrality as a common strategy in both cases A and C 

constitutes a factor for a high number of conspirators in Q3 under the local influence (degree) and global 

influence (eigenvector). It can be drawn that a large portion of conspirators still operate in the peripheries of the 

structure. 

 

Table 1 Distribution of Prominent and Inconspicuous Participants 

Participants Prominent 

nodes 

%Prom Inconspicuous 

nodes 

%Inconsp Benchmark% 

Case A 18 29.5082 42 68.8525 66.66 

Case B 26 42.623 35 57.377 66.66 

Case C 19 31.1475 42 68.8525 66.66 

Case D 22 36.0656 39 63.9344 66.66 

Benchmark is the two-third of the entire inconspicuous participants recorded in (Morselli, 2010). 

 

Table 2 Quadrant distributions of conspirators and percentages 

Conspirators Q1 (Q1)% Q2 (Q2)% Q3 (Q3)% Q4 (Q4)% Total Description 

Case A 6 14.29 3 7.14 32 76.19 1 2.38 42 Degree/Betweenness 

Case B 2 4.76 7 16.67 25 59.52 8 19.05 42 Degree/Closeness 

Case C 8 19.05 3 7.14 30 71.43 1 2.38 42 Eigenvector/Betweenness 

Case D 0 0 11 26.19 27 64.29 4 9.52 42 Eigenvector /Closeness 

 

5. Conclusion 

In this paper, classification of criminals using quadrant method was considered. Specifically, this method was 

used to sieve out conspirators who play key roles in perpetrating criminal activities but are difficult to be 

apprehended by security operatives. The quadrant method has been used in literature, however, only degree and 

betweenness centrality were considered. In this paper, in order to identify smart conspirators, who usually operate 

under cover, four centrality metrics were combined pair-wise in an effort to make the quadrant method more 

robust in detecting them. Simulation experiments were performed using the 9/11, 2001 criminal data, it was found 

that closeness centrality shot strategic proximity of conspirators up more than betweenness centrality, specifically 

19.05% of conspirators was identified when closeness centrality was combined with degree centrality as against 

the 2.38% that was identified when betweenness centrality was combined with degree centrality. In addition, it 

was also found that indirect relationships and organizational structure did not conceal conspirators’ vulnerability. 

The effect was noticed in the use of degree and eigenvector centrality metrics for vulnerability capacity. However, 

affiliates in organized crimes as well as overt members can be classified into four subgroups with different 

attributes. This work is significant because it shows the possibility for criminal intelligence investigation to 

identify more key-players from covert networks despite data scarcity and defectiveness trailing data on OCGs.  
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