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A New Method of Image Steganography: StegBlender 

Richard C. Leinecker, PhD 

Department of Computer Science, University of Central Florida 

Mailing Address: 4000 Central Florida Blvd, Orlando, FL 32816 

E-Mail: Richard.Leinecker@ucf.edu 

ABSTRACT 

  This article presents a new method for hiding data 

within existing image data.  The technique falls into 

the category of steganography, which is an approach 

of hiding data within other data sets.  This new 

algorithm is named StegBlender, and is a new 

methodology for hiding data.  It is different than 

traditional steganography methods, and should 

become part of the standard techniques used.  

  In this article, a bit shaving technique which has 

been used extensively is explained in order to give a 

context.  Then, the StegBlender algorithm is 

explained as a contrast, including advantages over 

traditional techniques. 

KEYWORDS 

Steganography, blend, data hiding, obfuscation, 

embedded data. 

1. Introduction

  One of the tasks of security professionals is to 

protect the confidentiality of data.  The most 

common and effective technique of insuring data 

confidentiality is with data encryption.  

Encryption converts normal data to what is 

known as cyphertext.  It is a reversible process, 

and the plain, unencrypted data can be recovered 

with a process that reverses the encryption.  

While encryption provides good confidentiality, 

there is another way to provide confidentiality 

know as steganography.  It is a method of hiding 

data so that nobody even knows it exists [1].   In 

this way, the data is not subject to encryption 

attacks because nobody knows that the data 

exists. 

  In order to hide data, you must have a carrier 

file into which the data will be hidden.  The new 

technique that this article presents uses image 

files as carrier files.  Specifically, BMP files are 

used.  The algorithm presented could easily be 

extrapolated to use on PNG files. That is not to 

say that other image formats such as JPG, GIF, 

and TIF cannot be used, they would each need to 

take a slightly different approach since their data 

is laid out differently than BMP and PNG 

images. But to make the concepts clearer, only 

application of steganographic techniques for 

BMP will be undertaken in this article. Applying 

steganography to JPG would be a valuable 

addition to the literature, and that is in the 

planning stage. 

2. Bit Shaving – A Common Steganographic

Technique 

  Before delving into a new method, it would be 

best to discuss one of the more common 

steganographic techniques in use today which 

use image files as carriers. It is best described as 

bit shaving because it sets at least a single bit 

from the carrier data bytes to a zero value. Most 

of the time, the least significant bit is set to zero 

for each byte in the carrier data. For instance, if a 

carrier byte has the binary value of 10110111 

then the least significant bit would be set to zero, 

and the new value would be 10110110. The only 

difference between the first byte and the altered 

byte is that the least significant bit becomes a 

zero after the alteration. Table 1 illustrates the 

process of shaving bits from values with several 

examples. Please note that the resulting decimal 

value does not always change when the least 

significant bit is shaved. 
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Table 1: Decimal and binary Values Before 

and After Bit Shaving 
Decimal 

Values 

Binary 

Values 

Shaved 

Binary 

Values 

Resulting 

Decimal 

Values 

187 1 0 1 1 1 0 1 1 1 0 1 1 1 0 1 0  

Shaved 

186 

87 0 1 0 1 0 1 1 1 0 1 0 1 0 1 1 0  

Shaved 

86 

214 1 1 0 1 0 1 1 0 1 1 0 1 0 1 1 0  

Shaved 

214 

119 0 1 1 1 0 1 1 1 0 1 1 1 0 1 1 0  

Shaved 

118 

3. Image Data

   First, though, a few words about image data 

are in order. Most image data, especially for the 

purposes of this article, are sets of three bytes. 

These sets of three bytes represent single screen 

pixels. The three bytes each represent a different 

color channel. One is for red, one is for green, 

and one is for blue. Mixing these three color 

channels provides the range of colors that we see 

on modern computer displays. Each byte has a 

value ranging from 0 to 255. The greater the 

channel value, the greater the effect of that color 

channel on the resulting color. 

   We normally refer to the three bytes as RGB 

triples, standing for Red, Green, and Blue triples. 

If an RGB triple has the value of 255, 0, 0 then 

the red value is at maximum, and the green and 

blues values are at minimum. This results in a 

pure red pixel on the computer display. In the 

same manner, an RGB triple of 0, 255, 0 yields a 

pure green color while 0, 0, 255 yields a pure 

blue color. Many images contain a fourth byte 

which indicates an alpha value. This allows for 

pixels in an image to have varying degrees of 

transparency. To keep this article clear, only 

images without alpha values will be considered. 

Fig 1 shows some common RGB triples and 

their resulting colors. 

Figure 1: Common RGB Colors 

4. Hiding a Single Byte of Data

   For this discussion, only one bit will be shaved 

from each carrier byte, although it could be more 

than a single bit. In order to hide one incoming 

bit then, we need to shave the least significant bit 

from one carrier byte. Once the least significant 

carrier byte has been shaved and is zero, the 

incoming bit is placed into the position of the 

least significant bit. Figs 2 through 4 illustrate 

the process. Each figure uses eight carrier bytes 

of image data to hide eight bits from the data that 

is to be hidden. 

Figure 2: Here you see eight carrier bytes: 76, 

123, 205, 82, 129, 211, 245, and 255. You also 

see their binary equivalents. Notice that the 

least significant bits of each carrier byte are a 

different color in the figure, and indicate that 

they must all be shaved, or set to zero. 

Figure 3: The least significant bits of each 

carrier byte have been set to zero. 
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Figure 4: Each bit of the character ‘A’ 

(decimal 65, binary 010000001) is placed into 

the least significant bit of the carrier. 

  Note that each carrier byte holds one message 

bit. For this reason, we can calculate the amount 

of carrier bytes needed to hide any given 

message by multiplying the size in bytes of the 

message by eight. For instance, a message of 20 

bytes is 160 bits. It therefore requires 160 carrier 

bytes to be hidden, or eight times the message 

size of 20. 

   The entire process of bit shaving and 

replacement can be seen in Fig 5. 

Figure 5: The entire process of bit shaving 

and replacement. 

4. Acceptable Data Degradation

     It should be obvious that the carrier data 

which now contains the message is not exactly 

the same as the original carrier data. From this, 

the question arises “can a viewer of the new 

image detect the difference between the original 

image and the altered image?” The answer is no 

for the following reasons. 

     First, each color channel has a value ranging 

from 0 to 255. This means that if the least 

significant bit is set to zero, it only affects the 

color channel value by .39 percent. And by the 

law of averages, the least significant bit is only 

one half of the time, while the other half of the 

time it is already a zero. So the net result is a 

change in a color channel of .39 percent half of 

the time and a result of 0 percent the other half 

of the time. Averaged over an entire image, this 

produces a statistical change of .195 percent 

change, even less than the .39 percent change 

calculated. 

     There is a branch of psychology that 

mentions the amount of change needed in order 

to be noticed. The concept is known as Just-

Noticeable Difference[2]. It says that there is a 

threshold that must be exceeded in order for a 

change to be perceived. The general number of 

1.25 percent is widely accepted, and is 

sometimes referred to as Weber’s fraction, or 

Weber’s constant. This leads to the conclusion 

that the .39 percent resulting when shaving the 

least significant bit is less than the threshold 

needed for a change in perception. 

     In order to demonstrate this, a program can be 

used to compare an original color with a color 

that has at least one bit shaved. Fig 6 shows an 

original color and a color with the least 

significant bit shaved. The change in the 

viewable color is not perceptible. This program 

was written especially for this article, and can be 

found at 

https://github.com/RickLeinecker/StripColorBits

. 

Figure 6: This color can be seen in its original 

hue in the rectangle to the left. With a single 

bit shaved, the new color can be seen in the 

second rectangle. There is no perceptible 

difference between the original color and the 

color that has had the least significant bit 

shaved. 

5. Bit Shaving and Replacement Detection

   There are tools available to detect 

steganographically hidden messages in images. 

They are not very effective because the detection 

tool must know the exact methodology that was 

used, and then reverse it to retrieve the message. 

     For the bit shaving and replacement method, 

there is one giveaway that could tip off a 
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detection tool. Suppose that before a message 

was hidden, the entire carrier had each byte’s 

least significant bit shaved. Now the entire 

image data has the least significant bit set to 

zero, a statistical improbability. Then suppose 

that the hidden message only occupies the least 

significant bits of the first half of the carrier 

bytes. This means that the entire second half of 

the carrier still has all least significant bits as 

zeros, another improbability. A competent 

detection program would conclude that there was 

a steganographic message hidden in the carrier 

bytes. 

     There are two ways to mitigate this detection 

hazard. The first is to only shave the least 

significant bits when there is message data to 

hide. The other is to go through the unused least 

significant bits and randomly set some of them 

to one in order to avoid detection.   

6. A New Method of Hiding Data in Image

Data 

   The most important factor in keeping 

steganographically hidden data hidden is 

variety[3]. If detection software knows exactly 

how a message was hidden, it can easily retrieve 

it. For that reason, a different method was 

developed. Not only does it have a different 

methodology to hide data from what this article 

has discussed, but it is parameterized and can 

change from use to use. This greatly reduces the 

ability to detect and retrieve a hidden message. 

The name of this method is StegBlender. 

While the bit shaving technique alters the least 

significant bit of each carrier byte, StegBlender 

alters unknown bits in a sequence of carrier 

bytes. Not knowing which bits have been altered 

makes it much more difficult to detect hidden 

messages. 

   The first concept to define is that of the carrier 

byte group. This is a grouping of a number of 

carrier bytes. In bit shaving, there was always a 

single carrier byte that was acted on for each 

operation. But with StegBlender it is a group of 

carrier bytes, and the number of carrier bytes in a 

group can change from carrier to carrier, thus 

providing some of the variety. 

   Once an image has been loaded into a memory 

buffer, the algorithm moves a pointer from the 

start of the buffer to the end of the buffer, or as 

long as necessary to hide the message data. After 

the StegBlender algorithm is finished with the 

current group of carrier bytes, the pointer moves 

up to the next group of carrier bytes. Fig 7 shows 

the process of moving from group to group. 

Figure 7: The image data is divided into 

groups of carrier bytes. After the algorithm 

finishes with one group, it moves to the next 

group. 

   For each group of carrier bytes a total must be 

calculated. The algorithm relies on having a total of the 

current set of carrier bytes. This is done by looping 

through each one of the carrier bytes and adding their 

values to an accumulator variable. Pseudo code for a 

function named countTotal that does this is shown in 

Listing 1, while Fig 8 depicts it as a flowchart. 

countTotal array data, number groupSize 

  total = 0 

  count i from 0 to groupSize - 1 

total = total + data[i] 

  return total 

Listing 1: The countTotal function which 

calculates the total of all values within a 

group of carrier bytes. 

Function countTotal

Parameters: array data, number groupSize

Start

i = 0, total = 0

i < groupSize

Stop

FALSE

total = total + data[i]

i = i + 1

Figure 8: The countTotal function flowchart. 

7. Data Group Mod Value
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   The magic of the StegBlender algorithm isn’t 

the total of the carrier byte groups, but of a 

derived value from that total and a modulus 

value. In order to find the hidden value of a 

group, the modulus of the total of that group and 

a predetermined modulus value is calculated. For 

instance, if the predetermined modulus value is 

256 and the total of a group is 1234, then the 

resulting value after performing the modulus 

operation is 210. The following formula shows 

this. 

hiddenValue = groupTotal modulus predeterminedValue 

hiddenValue = 1234 modulus 256 = 210 

   In other words, the algorithm depends on 

calculating the modulus value of the total of each 

group of carrier bytes. The modulus value, when 

the carrier bytes in the group are adjusted, will 

equal the next message byte that is to be hidden. 

     For instance, let us suppose that the message 

that must be hidden is the set of four characters 

TEST. Those four characters have ASCII values 

of 84, 69, 83, and 84. Since there are four bytes 

to hide, the algorithm requires four carrier byte 

groups. Ideally the first group will have the mod 

value of 84, the second 69, the third 83, and the 

fourth 84. The pseudo code in Listing 2 shows 

how to determine the hidden values in carrier 

bytes, the function being extractMessage, and 

Fig 9 shows the flowchart. 

predeterminedModValue = 256 

extractMessage array data, 

number groupSize 

  create outBuffer 

  while not done 

total = countTotal data, groupSize 

messageValue =  

total mod predeterminedModValue 

append outBuffer, messageValue 

data = data + groupSize 

if exit condition exists  

then done = true 

  return outBuffer

Listing 2: The extractMessage function 

determines the hidden message. 

Figure 9: The extractMessage function 

flowchart. 

8. Hiding a Message

     It is easier to extract a message than to hide a 

message. That is because when a message is 

extracted, no adjustment of the group of bytes is 

necessary. But for each message byte that must 

be hidden, the bytes in the current group must be 

adjusted until the modulus value of the group’s 

total matches the message byte. 

      Let us suppose that the message byte that 

must be hidden in this group is 84. Now let us 

suppose that the modulus operation value does 

not match that. In order to adjust the modulus 

operation value, we go through the carrier bytes 

and either add or subtract one until the modulus 

operation value matches the message byte. 

     As a special note, if the group total is above 

the halfway point, meaning that the average of 

the group bytes is more than half of the 

predetermined modulus value, then the algorithm 

subtracts. On the other hand, if the group total is 

below the halfway point then the algorithm adds. 

This ensures that the carrier bytes stay within 

range without an overflow. The pseudo code in 

Listing 3 shows the process of adjusting the 

contents of a group so that its modulus operation 

value matches the byte that is to be hidden. Fig 

10 shows the flowchart for the adjustment code. 

getModOperationValue array data, number 

groupSize 

  total = countTotal data, groupSize 

  return total mod 

predeterminedModValue 

calcDelta array data, number groupSize 
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  total = countTotal data, groupSize 

  halfway = groupSize * 

predeterminedModValue / 2 

  if total > halfway then return -1 

  else return 1 

adjustGroup array data, byte 

messageValue 

  circular = 0 

  delta = calcDelta data, groupSize 

  while getModOperationValue data, 

groupSize <> messageValue 

data[circular] = data[circular] + 

delta 

circular = circular + 1 

if circular >= groupSize then 

circular = 0 

Listing 3: The adjustGroup function adjusts 

the carrier bytes in the group until the 

modules operation value matches the message 

byte. 

Figure 10: The adjustGroup flowchart. 

9. Variations and Minimum Carrier Size

   It is easy to determine the size of the carrier 

data needed to hide a message. The method uses 

an entire group to hide a single message byte. 

During the development of the demonstration 

program, a group size of 12 was chosen. That 

means that for each message byte, 12 carrier 

bytes are needed. To find the required minimum 

carrier size, all that is required is to multiply the 

message by 12. The following formulas illustrate 

this. 

minimumCarrierSize = messageSize x groupSize 

     The group size plays a role in the quality 

degradation of the carrier image. The larger the 

group size, the less each byte in the group must 

be altered to arrive at the correct modulus value. 

On the other hand, larger group sizes may not 

leave enough room into which the message can 

be hidden. 

     The predetermined modulus value can be 

adjusted in many cases, especially for ASCII 

values. Since ASCII values range from 0 to 128, 

the modulus value could be as low as 129. 

10. Source Code Project

The source code for the entire project is posted 

on GitHub at the address 

https://github.com/RickLeinecker/StegBlender/. 

The source code should easily compile in any 

environment. 

11. Conclusion

   StegBlender represents a new approach to 

steganography. It is an algorithm that provides a 

way to hide information while evading detection. 

Two of its integral values, the group size and the 

predetermined modulus value, can be changed. 

With changeable values and with the fact that the 

addition and subtraction alters unpredictable bits, 

detection is very difficult. 

   Future research should include a version that 

embeds messages in Jpeg images. The reason 

this is important is because Jpeg is such a 

pervasive image format. This research is 

currently underway, and will be completed after 

the publication of this article. 

   It is hoped that contributors to the project 

which has been posted on GitHub will move this 

research forward, and to provide valuable 

feedback on the extant research. 
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ABSTRACT

Unsecured information travelling over the network from
a source to an intended destination are very vulnerable
to cyber attacks. Millions of information have been
hijacked and stolen across the globe within the last few
years, translating to several millions of Dollars in
damages. This paper is on the improvement of the
security of existing systems that are mainly encryption
systems implementing algorithms such as the Advance
Encryption Standard (AES), Rivest Shamir and
Addleman (RSA) encryption algorithm, without an
active alert system for users. This is by designing and
implementing an enhanced Advanced Encryption
Standard file encryption model to secure and track
information on transition. The implementation was
achieved by codifying a Timing Circuit Algorithm
(TCA) and Feedback Artificial Agent (FAA) into an
Advance Encryption Standard algorithm to control
decryption and monitor data along the transition path.
Information encrypted with this system cannot be
decrypted until the due date and time specified, the
monitoring agent also sends reports of decryption to
administrator’s e-mail address and phone number. The
model was implemented with Java programming
language; the system achieved the desired results when
tested.

KEYWORDS

Encryption, Decryption, Multimedia Data, Transition,
Tracking, Information Security.

1 INTRODUCTION

Dynamism in the world of Information Technology
(IT) is very vital for exchange of knowledge since
no individual or group can be an island within the
vast oceans of information. However,
transportation of sensitive information within an
organisation or between organisations is mostly
endangered while on transit with an ever increasing
array of malicious hackers [1]. The information
technology world is in an era of constant change as
a result of business ideas turning up from
information technology firms. These business ideas
could be in the form of text, graphics, audio or
videos. Apple is one of those companies that
produce new devices on regularly basis to target
new market areas [2]. In the launching of iPod, the
then Chief Executive; Steve Jobs, presents it to an
astonished audience by asking them the use of the
tiny pocket in their jeans? He said it is meant for a
tiny music player called iPod that can store more
than one thousand songs using a small chip of high
memory size. This revelation inspires a generous
patronage from lots of buyers. This valuable
business information could have been stolen by
their competitors through data hijacking on transit
from Apple’s online communication network.

More so, the Chinese economy has been growing
tremendously in recent years that it has attracted
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United States (US) accusation of individuals in
China of cyber attacks and industrial secret
information hijack. The US emphasized further that
some of the attacks traced down to China are not
just about military espionage but are targeted to
business information that gives Chinese business
owners a competitive edge in the global market [3].

Similarly, State and National Examination bodies
are grappling with information leakages in form of
examination questions and sensitive materials. This
has resulted in increased cases of examination
malpractices. The vulnerability of examination
questions and materials is inherent in the transition
from the examination offices to the examination
centres [4].

Last but not the least, is the popular cyber attack
against Sony Pictures in the last months of 2014
[3]. The hacking group, Guardian of Peace, had
earlier attack and leaked the email accounts of
staffs of Sony Pictures, publishing the private
emails of some top management personnel that
have racial contents in order to instigate people
against the leaders in Sony Pictures that contribute
to its successes in the Hollywood industry.
Thereafter the hackers threaten Sony Pictures not to
release their new film titled “The Interview”, a
comedy film that mimics the assassination of North
Korean leader Kim Jong-un, as well as publishing a
lot of other upcoming films on online download
sites. Sony Pictures lose millions of dollars as they
had to heed the threat of hackers by cancelling the
release of a film they spent much money
advertising to the general public [6]. On the part of
top government officials, it was an embarrassment
in terms of national security. The US President,
Barack Obama has to intervene and ordered the
release of the film after many days has passed by
and asserts that Sony Pictures made a mistake by
heeding to the threats of hackers by not screening
the film on the initial date scheduled for it [5].

Consequently, the security and tracking of
information on transition is an uphill task for
institutions of government and business
organisations; hence this study proposes the use of
an Enhanced Advanced Encryption Standard (AES)
File Encryption System for the Security and

tracking of information Transition by embedding
Feedback Artificial Agent (FAA) and Time Circuit
Algorithm (TCA).

1.1 Motivation

The Authors’ motivation is inspired by the high
prevalence of data or confidential records breached
or stolen across the world. The Risk Base Security
(RBS) report of February 2014 for Open Security
Foundation revealed that several attacks were
successfully carried out that resulted in exposing
hundreds of millions of data and confidential
information in most advanced countries as the
statistics shows in Table 1

Table 1. Statistics of Data exposed and Stolen in 2014 (Risk

Based Security report, 2014)

1.2 Statement of Problem

Many authors such as [6, 7, 8], all tried to improve
the security of data either on transition or at rest,
with the use of cryptography and steganography.
The problem the existing solutions could not solve
is that, the authors were not able to develop a
model for monitoring the data on transition or at
rest. The concern of the authors of this paper is to
add a mechanism for securing and tracking of an
encrypted multimedia data of any high security and
economic value on transition. The mechanism also
alerts the sender via a registered mobile number
and email address, of any attempt to either hack
sent multimedia data or the successful decryption
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of the multimedia data by the genuine consignee.
The solution proffered by this study also works
effectively on data at rest. However, the focus of
the research is on multimedia data on transition as
data becomes more vulnerable while on transition
between two or more communicating nodes in the
internet.

1.3 Aim and Objective

The aim of this study is to provide security and
tracking for Information multimedia data on
transition using enhanced AES file encryption
system. This will be achieved by the following
objectives;

i. To design a model for secured multimedia
data on transition from a source to
destination

ii. To implement enhanced Advanced
Encryption Standard (AES) algorithm using
java programming language, Feedback
Artificial Agent (FAA) and Timing Circuit
Algorithm (TCA) to monitor encrypted
multimedia data on transition.

To test the performance of the designed model for
secured multimedia data on transition.

1.4 Feedback Artificial Agent (FAA)

The Feedback Artificial Agent (FAA) can be
defined as the mechanism embedded in the
software implementation of this study to effect the
sending of alert in the form of short text messages
via a registered mobile phone number and email
address.

1.5 Time Circuit Algorithm (TCA)

The Time Circuit Algorithm (TCA) can be defined
as the mechanism for effecting predetermined time
of decryption for any multimedia data encrypted
and sent on transition.

2 REVIEW OF RELATED WORK

[6], presents that Steganography allows a user to
securely hide messages in a cover media and to
extract hidden message from the same media. Singh
et al agrees that the varieties of steganography

techniques; some of which are more complex than
others, all have respective strong and weak points.
The paper proposes the combined concept of
Cryptography and steganography with the use of
Elliptic Curve Cryptography (ECC). The main
focus of the research is to encrypt the data with
Asymmetric Cryptography and apply the
steganography technique to hide encrypted data and
thus make it a hybrid model. Existing hybrid
approach which uses RSA with steganography is
suffering from big performance hit. However, the
limitation of the work lies in the fact that it lacks a
feedback artificial agent that can monitor an
encrypted multimedia data on transition.

[7], are concerned about a secured pathway for
data transmission, explaining that multicast routing
for wireless mesh networks has focused on metrics
that estimate link quality to maximize throughput.
Nodes must collaborate in order to compute the
path metric and forward data. The assumption that
all nodes are honest and behave correctly during
metric computation, propagation, and aggregation,
as well as during data forwarding, leads to
unexpected consequences in adversarial networks
where compromised nodes act maliciously. The
authors identify novel attacks in wireless mesh
networks. The attacks exploit the local estimation
and global estimation of metric to allow attackers to
attract a large amount of traffic. The authors
demonstrate both the attacks and defense strategy
using On-Demand Multicast Routing Protocol
(ODMRP). The limitation of the work is that it is
the network pathway of the data being transmitted
that is secure, the data becomes vulnerable the
moment it enters through a differently configured
network and such, it is better to encrypt the data for
a more reliably data security irrespective of the
network.

[9], explained that security is required for the
protection of delivery of multimedia data, thus this
security is provided by the use of encryption. The
authors used selective encryption for protecting
multimedia data that takes less computational
workload and provides five levels of security from
level 0 to level 4. These five levels of security are;
level 0 where there is no encryption, level 1 where
the headers from the sequence layer down to the
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slice layer is encrypted, the encryption of Intra-
frame coded blocks (I-blocks) and the complete
encryption of level 1 occurs in level 2, at level 3 the
encryption of Intra Frames (I - Frames) and all the
remnants of I-blocks and finally at level 4, the
complete encryption of multimedia data (video).
The study was not able to effects the timing of
decryption for improved security assurance of the
multimedia data.

[8] argue that Image covers the highest percentage
of multimedia data and that its protection is very
important. The authors submit that the use of
cryptography is an effective tool for assuring the
confidentiality of transmitting images over the
internet.
The paper presents a review on image encryption
techniques of both full encryption and partial
encryption schemes in spatial, frequency and
hybrid domains. However, the study focused on
image only as a multimedia data and very silent on
how other multimedia data type can be protected by
encryption over the internet.

[10], highlights that Mobile Ad-Hoc Networks
(MANETs) established efficiency in the
deployment for number of fields, but highly
vulnerable to security attacks, a situation that seems
to be more challenging for wireless networks. The
paper proposes Reliable Data Security Architecture
(RDSA) for multi-path multimedia streaming over
wireless network to improve multiple path routing
efficiency in frequent communication failures due
to channel interferences. The proposal framework
provides better bandwidth allocation and reduces
transmission delay. Simulations are carried out with
Dynamic Source Routing (DSR) and Ad-hoc On-
demand Distance Vector (AODV) protocols for
efficient multi-path multimedia data transmission
security scheme. Although, the authors improve the
security of multimedia data using RDSA as a
methodology, the research could not include a
feedback artificial agent system to monitor attempts
by hackers to compromise data over the wireless
network.

In order to prevent offline and online attacks [11],
the authors showed in their analysis of password
managers, that the Mobile password manager is the

most effective. The limitation of their work lies in
the fact that although, passwords are important
protective measures in information security but,
they only serve as a first line of defense while
encryption is last line of defense. This we have
utilized with additional elements of defense
proposed and implemented in our paper by tracking
with time-bound algorithm otherwise herein called
Timing Circuit Algorithm (TCA) and the Feedback
Artificial Agent (FAA).

[12], studied how to Enhance Multimedia Security
in Cloud Computing Environment Using Rivest
Shamir Adleman (RSA) algorithm and Advanced
Encryption Standard. The authors methodology is
system model that merely listed the usually
computation of Rivest Shamir and Adleman
algorithm as well as the transformation rounds in
Advance Encryption Standard. The authors were
able to present a concise explanation of the two
encryption techniques. The goal of the study was
not achieved as the paper could not add to existing
knowledge.

[13], tries to impact a change on the RSA algorithm
against recent efforts by hackers which the authors
called secure RSA for secure document
transmission as there are numerous situations where
there is the need to secure record transmission, for
instance in banking, e-shopping, state security data
sharing. The study concentrates on data transfer
utilizing Secure RSA, which eliminates some
vulnerability of RSA that may keep a hacker from
stealing and abuse of information. The authors
could not implement this frame work for
multimedia data.

[14], noted that most communication channels are
no longer one to one, as other devices in the
network also receives data generated by a device in
the same network through multicast transmission
architecture. This is due to the fast improvement of
information and network technologies. These
multicast systems that enhance rapid delivery of
messages in the network also open up loopholes to
snooping attacks in the network. The study submits
that one to one encryption is no longer effective for
the security of data. So, the authors proposed a
novel anonymous multi-receiver encryption, in
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which receiver’s decryption key is fixed.
Furthermore, the model provided anonymity of
receivers, performance analysis and comparisons
with other schemes.

[15], although in their work, emphasizes the
complexity and the uncertainty of information
security, but they showed that the risk can be
minimized by assessing the risk, and then applied
Genetic Algorithm (GA) to reducing it by assigning
variables to GA and run an iterative tests by the
arranged elements. The results were finally
compared with the admissible risk volume.
However, the authors were able to use the GA to
minimize the security risk in information which is
one of the concerns of our paper, but securing
encrypted information from unauthorized
decryption and tracking by the administration could
not be solved by the application of the GA
proposed by this reviewed work.

2.1 Analysis of the Existing Systems

The need to analyze existing software systems was
taken into recognition as it is the bases for
justifying this thesis titled Security of Multimedia
Data on Transition Using Enhanced AES File
Encryption System. This was done by picking and
explaining the features and uses of a number of
encryption softwares, that are commonly used for
online and offline communication security in
paragraphs.

The merits of the software are that it has a simple
graphical user interface, small memory size as an
application and the ability to access text file
directly from the computer system. However, the
demerits of BCTextEncoder include being text only
encrypting software and the need to carefully select
the appropriate decryption password from the list of
saved keys.

Secretpad in figure 1 is trusty encryption technique
based text encryption software that has just three
components. The components are the tool bar,
where the file, edit, format, view and help features
are located. It uses passwords to encrypts texts and
only that same password can be use to decrypt it. It
makes use of simplified graphical user interface
like that of windows notepad. It is useful for the

storage of passwords, secret correspondence and
other confidential information. The software
automatically closes the window in case of long
inactivity. Installation is not required as users only
need to down load and run it.

Source: listoffreeware.com, 2014

Figure 1. Secretpad Encryption Software.

The drawback inherent in the use of the software is
that encryption and decryption icons cannot be
easily located, it hidden under the file icon. Also,
trusty encryption algorithm is highly vulnerable to
hack attacks.

Arcanum Editor in figure 2 is robust encryption
software for texts, using a combination of
Advanced Encryption Standard (AES), Bytes,
Base64, Rot 13 and 1337 Speak encryption
techniques. Individual algorithms can be selected at
will whenever there is the need to encrypt a
classified text based information, as well as
choosing a password when using the AES
algorithm. The advantages of the encryption
software include the present of the different
encryption algorithms and a user friendly graphical
user interface. The disadvantages include its being
text only encryption software.
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Source: listoffreeware.com, 2014

Figure 2. Arcanum Editor and Encryption Software

AES (256-bit) software in figure 3 is Advanced
Encryption Standard algorithm technique based
encryption software that uses a 256-bit key length
password. It can be used to encrypt and decrypt a
text while on a removable disk. Encrypted texts are
decrypted by entering the same password, failure to
do so will pop-up error message. There are other
variations of Advanced Encryption Standard, that
is, the 128-bits and 192-bit. However, this software
uses the 256-bits length only. The merits of the
software include a strong encryption and decryption
key that is very difficult to crack by hackers and a
simple layout of the user interface. The demerits
are its inability to encrypt multimedia data and add
other variations of AES.

Simple Text Encryptor in figure 4 is a free
program, similar to AES encryption software but
uses a small encryption key length of 128 bits. It
has a simple graphical user interface and has two
versions; the one that has to be installed and the
other are zipped and stand alone. The zipped only
need to be unzipped. Keys are generated randomly
to encrypt a text and the same key is entered to
decrypt.

Although this is a simply text editor, it has the
ability to encrypt texts messages that are intended
to be kept confidential. It occupies small memory
space and could be installed; the user cannot decide
the keys. During execution, the editor allows
random generation of keys that can be used to
encrypt texts that are saved in .txt file format only
and multimedia file cannot be handled by it.

Source: listoffreeware.com, 2014

Figure 3. AES (256bit) Encryption Software.

Source: listoffreeware.com, 2014

Figure 4. Simple Text Encryptor Software
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The analysis of existing encryption software in this
study includes, Cryptditor shown in figure 5. It
adopts Advanced Encryption Standard technique.
The software can be used to encrypt any imported
text data. Multiple files can be opened in its tabbed
windows and encryption and decryption of texts are
effected with a password. Cryptditor have basically
two components, the tool bar and the text editor.
The tool bar is the place holder of file, edit, tab,
format and help. Text to be encrypted or decrypted
can be typed on the text box or pasted on it. The
user then click the file icon and pops out a box
showing the Enter password and Repeat password
text fields, Passphrase quality. On the box, the user
clicks ok to encrypt, decrypt or cancel the process.

Source: listoffreeware.com, 2014

Figure 5. Cryptditor Encryption Software.

Encryption Tool in figure 6 encrypts files with a
combination of MD5, SHA1, and the Advanced
Encryption Standard. This makes it one of the very
strong tools for encryption of confidential texts. It
requires the uses of password to encrypt and
decrypt files and a mechanism for checking the
strength of a chosen password. The Encryption tool
has two components, a tool bar and a text box for
editing texts. There are file, edit, tools and about
icons. The user has to click tools to select the
encryption window to open. The encryption
window has a Hash algorithm icon to select the
desired encryption algorithm, PW iteration icon,
and the key size icon.

Source: listoffreeware.com, 2014

Figure 6. Encryption Tool Software

2.2 Summary

Finally, in this chapter, the authors were able to pin
point the methodology used in the related work
reviewed, highlight the strengths and weaknesses of
the individual studies and then relate it to this
study. Available software implementation of
different encryption techniques were also analyzed
with respect to how it works number of
components, the encryption technique adopted, its
strengths and weaknesses. All these put together
provided a fundamental understanding of the
challenges faced with data security on transition
and then gives a clue to how it can be improved on
in this work; the aim of which is the Security and
tracking of Multimedia Data on Transition with an
enhanced AES with a Time-Bound and Feedback
Artificial Agent Algorithms. The enhancement is
based on the addition of Feedback Artificial Agent
(FAA) and Time Circuit Algorithm (TCA). In the
analysis of existing systems, it can be deduced that
most of the encryption softwares are mainly text
encryption softwares that cannot encrypt video,
graphics and audios. However, some of the few
Advanced Encryption Standard based systems that
do multimedia encryption does not address the
threats to data in the course of transiting from
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source node to destination node. The existing
research was not able to effect the integration of
timing circuit algorithm that can disallow file or
folder decryption before the scheduled time of
decryption at the destination node. Monitoring
agent to keep track of data was also lacking. Hence,
this study seeks to bridge these gaps.

3 METHODOLOGY

This section is dedicated to laying out the
methodology, the materials and resources used are
discussed and the model the authors employed in
analyzing the implementation of the proposed
work.
In the research, none of the encryption softwares
mentioned in chapter two can encrypt video,
graphic or audio files with Feedback Artificial
Agent (FAA) and a Time Circuit Algorithm (TCA)
altogether. Most of the softwares were developed to
encrypt text and text files, the few ones that can do
the encryption of multimedia data do not have FAA
and TCA. Therefore, the authors researched into
encryption algorithms that can effectively be used
as a scientific basis for implementing the aim and
objectives of this study. This is where the Enhanced
AES comes into the modeling of the File
Encryption System for this work, using the FAA
and TCA as the unique models for this work.

3.1 The Advanced Encryption Standard

The security and tracking of multimedia data on
transition can be achieved by applying the
Advanced Encryption Standard (AES), enhanced
and modeled it into a file encryption system,
thereby giving it the power to accept any data type
such as text, video, graphics and audio. The
existing encryption system mostly accepts text. The
few that accept multimedia data do not have
feedback artificial agent that monitor and notify the
source of a data on transition of any attempt to
compromise the confidentiality, integrity and the
availability of the data and of course the decryption
of the data by the authorized receiver. In this
model, the real data is digitized into an 8-bit data
element in matrix formation and then passed
through the Enhanced Advanced Encryption
Standard. M represent Multimedia data like; text,

video, graphics and audio. Figure 7 shows that data
M as a matrix function in which each data element
is an 8bits (1byte):

Figure 7. Data M in Matrix Formation.

In the transformation shown in figure 8, the data
was converted to an encrypted bit value that is
represented in machine language using the
Advanced Encryption Standard. This explains the
reason why cipher data is presented as a data file
since it cannot be read naturally. It is only the
deciphered data that has been converted back to
normal language that can be read again. The
decryption process is the inverse matrix function of
the encryption processes.

Figure 8. Matrix transformation of plain data in AES.

The internal operation of the AES adopts the
concept of repetition called rounds as shown in
Figure 8. The plain data M passes through the state
array S, where substitutions, transposition and
XOR bitwise operations occur to produce the
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cipher data N. The inverse matrix of the cipher data
N, gives back the original plain data.

3.2 AES Multimedia Encryption Algorithm

The pseudo code for the AES encryption algorithm
is shown in capital letters below:

START
SELECT MULTIMEDIA FILE
ENTER AES ENCRYPTION PASSWORD
GENERATE CIPHER USING

PASSWORD
READ IN FILE
FIGURE OUT FULL SIZE OF FILE
ENCRYPT FILE DATA
WRITE ENCRYPTED DATA TO NEW

FILE
STOP

3.3 AES Multimedia Decryption Algorithm

The pseudo code for the AES decryption algorithm
is shown in capital letters below:

START
SELECT MULTIMEDIA FILE
ENTER AES DECRYPTION PASSWORD
GENERATE CIPHER USING

PASSWORD
READ IN FILE
DECRYPT FILE DATA
FIGURE OUT FILE SIZE
WRITE DECRYPTED DATA TO NEW

FILE
END

3.4 Timing Circuit Algorithm (TCA)

The Timing Circuit algorithm is used to determine
when a multimedia data encrypted can be decrypted
in the file encryption system. It is to make sure that
in the event where an attacker was able to hijack a
sensitive multimedia data; he would not be able to
decrypt it before the time programmed on it for its
decryption. The structural model for the Timing
Circuit Algorithm is in figure 9.

Figure 9. Model for Timing Circuit Algorithm.

3.5 The Timing Circuit Algorithm (TCA) pseudo
code
The pseudo code for the Timing algorithm is shown
below:

START
GET ENCRYPTED FILE
GET THE TIMING SECURITY DETAILS OF

ENCRYPTED FILE
SET Y=Decrypted due date Year
H= Decrypted due Time Hour
M= Decrypted due date Month MIN=

Decrypted due Time Minute
D= Decrypted due date Day
SEC= Decrypted due Time Second
y= Current Date Year; h= Current Time Hour
m= Current Date Month; min= Current Time

Minute
d= Current Date Day; sec= Current Time

Second
SET Boolean

is_Decryption_Date_Time_Due=x
x = false
IF Y > y

x=false
ELSE IF Y=y

IF M>m
x = false

ELSE IF M=m
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IF D>d
x=false

ELSE IF D=d
IF H>h

x=false
ELSE IF H=h
IF MIN>min

x=false
ELSE IF MIN=min
IF SEC>sec

x=false
ELSE

IF SEC=sec
x=true

ELSE x=true
ENDIF

ENDIF
STOP

3.6 The Feedback Artificial Agent (FAA)

The Feedback Artificial Agent (FAA) is the system
that monitors the encrypted multimedia data on
transition by effecting the sending of short message
to a registered phone number and an email address
of the sender of data, whenever the holder of the
decryption key decrypts the data or any attempt by
an attack to hijack and decrypt the multimedia data.
The structural model for the feedback algorithm is
shown in figure 10. Clicking the process in the
figure will trigger the sending of an alert to the
phone number and email address registered with
the modelled Feedback Artificial Agent for this
study.

Figure 10. Model for Feedback Artificial Agent Algorithm

3.7 The Feedback Artificial Agent Algorithm

START
IF (DECRYPTION DATE/TIME NOT DUE)

AND
(PASSWORD IS INCORRECT) THEN

SEND UNSUCCESSFUL DECRYPTION
SMS/EMAIL FEEDBACK

ELSE IF
DECRYPTION DATE/TIME NOT DUE

AND
PASSWORD IS CORRECT
SEND UNSUCCESSFUL DECRYPTION

SMS/EMAIL FEEDBACK
ELSE IF

DECRYPTION DATE/TIME DUE AND
PASSWORD

IS CORRECT
SEND SUCCESSFUL DECRYPTION

SMS/EMAIL
FEEDBACK

ENDIF
STOP

3.8 Algorithm for the Enhanced AES File
Encryption System

START
SELECT TARGET FILE
ENTER ENCRYPTION PASSWORD
WRITE DECRYPTION DATE/TIME SETTING

TO
TARGET FILE

ENTER FEEDBACK RECIPIENT PHONE
NUMBER/EMAIL

ENCRYPT FILE
STOP

3.9 Algorithm for the Enhanced AES File
Decryption

START
SELECT TARGET FILE
ENTER DECRYPTION PASSWORD
CHECK DECRYPTION DATE/TIME AND

PASSWORD
IF DECRYPTION DATE/TIME NOT DUE

AND PASSWORD INCORRECT
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SEND UNSUCCESSFUL SMS/EMAIL
ELSEIF DECRYPTION DATE/TIME NOT DUE

AND PASSWORD CORRECT
SEND UNSUCCESSFUL SMS/EMAIL

ELSE IF DECRYPTION DATE/TIME DUE
AND PASSWORD CORRECT

SEND SUCCESSFUL SMS/EMAIL
DECRYPT FILE

ENDIF
STOP

3.10 The Model for the Enhanced File
Encryption System

This model developed for the Security of
Multimedia Data on Transition using Enhanced
AES File Encryption System, is discussed in
comparison to the existing AES multimedia
encryption system. Figure 11, shows the existing
AES file encryption system that has a key generator
inputted into the AES encryption of system. The
original multimedia data is also inputted into the
system resulting in a ciphered multimedia data, the
reverse of the process gives back the original
multimedia data.

Figure 11. The Model of AES Multimedia Encryption
system.

In figure 12, the authors enhanced the AES file
encryption system by embedding the Feedback
Artificial Agent that serves as a monitoring system
for a multimedia data on transition, thereby
executing the sending of reports whenever the

encrypted data is decrypted and a Timing Circuit
algorithm also embedded to the determine when an
encrypted multimedia data on transition can be
decrypted. The green section is the enhanced
section.

Figure 12. Structural Model for the Enhanced AES
Multimedia Data Encryption System.

Figure 13. The Enhanced AES icon
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4 MODEL IMPLEMENTATION AND
TESTING

The authors discussed the implementation of the
software simulation of the Enhanced AES With
Time-Bound and Feedback Artificial Agent
Algorithm for Security and Tracking of Multimedia
Data on Transition.
As explained earlier, the implementation was
effected using Java programming Language. This
was achieved by some complex coding of the
Timing Circuit Algorithm and that of the Feedback
Artificial Agent into the existing AES codes to
produce a single algorithm (AES Enhanced) for the
software implementation of the objectives of this
work.

4.1 Launching of the Software Simulation

This system can be accessed directly from the built-
up module by double-clicking the Enhanced AES
icon to launch or access it from the NetBeans IDE
8.0.2 environment. This is shown in figures 13 and
14 respectively.

Figure 14. The NetBeans IDE 8.0.2 Environment

4.2 System Application Encryption Interfaces

Figures 15-20 shows the System Application
Encryption Interfaces.
It is very important to provide quick step by step
process on how to use the system as highlighted in
figure 15

Figure 15. System Encryption Interface Displaying the Help
Menu.

When the interface is launched, the date and Time
security Checkbox can be checked to activate
Timing Circuit Algorithm settings. This is shown in
figure 16

Figure 16. System Encryption Interface with Date and Time
Security Settings.

This interface shown in figure 17 represents the
Feedback Artificial Agent (FAA) settings. A
default email and phone number can be set here so
that reports can always be sent to them by the FAA
monitoring the multimedia transition from the
source to the destination.
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Figue 17. Default Feedback Artificial Agent (FAA) Settings.

Figure 18 represents the interface where a
multimedia folder or file to be sent on transit is
being access from its location on the computer
system, then the expected date and time of
decryption were set; also a phone number and an
email address were specified where the Feedback
Artificial Agent shall be sending its reports to. The
‘’process’’ button is clicked for the encryption
process to begin. The Feedback Artificial Agent
will automatically be activated to starts its
monitoring activities.

Figure 18. Accessing and Encrypting a Multimedia File from
Folder

In figure 19, the FAA sends a report displaying the
security details and demanding for confirmation
before the system finalizes the encryption process.

Figure 19. Inputted Details Confirmation.

Upon the completion of the encrypting process, the
FAA sends the report as shown in figure 20. Click
the ‘OK’ to end encryption status.

Figure 20. Multimedia File Encrypted.

4.3 System Application Decryption and tracking
Interfaces

Figures 21-29 shows the System Application
Decryption Interfaces. The Decryption process
involves the simultaneous actions of the Time-
bound (Time Circuit Algorithm) and Tracking
(Feedback Artificial Agent) mechanisms.
Figure 21 shows the decryption interface of the
system. The encrypted multimedia folder has
changed to ciphered multimedia folder and the key
was entered to decrypt the multimedia folder; the
‘process’ button clicked to start the decryption
process.
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Figure 21. The Decryption Interface.

Figure22, represent the interface display the
decryption in progress. The FAA is at this moment,
monitoring the security details at the encryption
stage in order to authenticate them.

Figure 22. Multimedia Folder or File Decryption in Progress.

The interface as shown in figure 23 displays a
multimedia file decryption attempt failure because
there was no internet connection. The FAA report
also fails to deliver as the attempt failed.

Figure 23. Decryption Attempt Offline.

Figure 24 is the decryption interface displaying the
message of an invalid password. The encryption
and decryption keys used in this system is
password based and hence displays ‘invalid
password’ message when an attempt is made to on
the multimedia file or folder on transition with
wrong passwords.

Figure 24. Decryption Interface displayed attempted with
invalid password

This interface shown in figure 25 was an attempt on
an encrypted multimedia file on transit when the
date and time was not due. Hackers may have
succeeded in guessing the password though any
method but the Timing Circuit Algorithm that is
string to AES Algorithm blocked the decryption.

Figure 25. Decryption Attempted on Transit when time not
due

The interface shown in figure 26 represents the
successful completion of the multimedia data
decryption process at the intended destination when
the date and time were also due. The data is
decrypted back to the original plain multimedia
data
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Figure 26. Multimedia Data File Decrypted Successfully.

The interface shown in figure 27 is the action of the
Feedback Artificial Agent (FAA) which sends
reports to the pre-set email address and phone
number on the successful decryption of the
multimedia data when the pr-programmed date and
time is due.

Figure 27. Feedback Artificial Agent (FAA) Sends Report.

Figure 28 is the interface showing the report that
the FAA sent to the administrator’s mobile phone
as an alert message from the FAA monitoring
server.

Figure 28. Report of the Feedback Artificial Agent (FAA) on
a Mobile Phone.

Figure 29 is the interface showing the report that
the FAA sent to the administrator’s e-mail box
from the FAA monitoring server.

Figure 29. Report of the Feedback Artificial Agent (FAA)
Delivered to an e-mail Address.
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4.4 Discussion

The system model has been implemented as designed
by the authors. Multimedia folder or file can be
accessed from any location from the computer system
and encrypted as such. This is one of the differences
between this very model and most of the encryption
system reviewed where the file content has to be
copied and pasted or directly written to the text field
of the encryption system. The enhancement of the
AES with the FAA and TCA has been able to give
high reliability to multimedia data transiting via
network and also put the data administrator on guard.

5. CONCLUSION AND
RECOMMENDATION

The work of this paper, Enhanced AES With Time-
Bound and Feedback Artificial Agent Algorithm
for Security and Tracking of Multimedia Data on
Transition has been able to achieve the aims and
objectives which are to design a model for secured
multimedia data in transition from a source to
destination and also the implementation of the
enhanced AES algorithm using java programming
language, Timing Circuit Algorithm and Feedback
Artificial Agent to monitor encrypted multimedia
data on transition. The testing of the performance
of the designed model for secured multimedia data
on transition was also successful.

The authors recommend further research on this
work to enable the monitoring of multimedia data
on transition to be tracked, to know the exact
location on transit where the data was successfully
decrypted or where an attempt was made to decrypt
the data. So also, physical security should be taken
seriously, as the breach of it can easily thwart all
the effort made in securing confidential data.
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Abstract

Honeypots are special tools designed to help track and
understand attacker?s motives and their attack methods. In
web applications, several honeypots have been developed
and some have since been abandoned by their developers.
But as honeypots are deployed more and more within com-
puter networks, malicious attackers also devise techniques to
detect and circumvent these security tools and thereby expos-
ing limitations in most web application honeypots. Dynamic
honeypots however, are believed to be the future of honeypots
due to their abilities to adjust to the changing environments.
Glastpof is one of the more popular if not the most, dynamic
web application honeypot currently released to the public.
But Glastopf has its limitations too. Once deployed, Glastopf
can be easily identified by the attackers due to its perfor-
mance and appearance, and as such become less useful to
the security community. This research describes some of the
limitations inherent in Glastopf, and then proposes possible
ways to make it more deceptive and more attractive to attack-
ers.

Keywords: Honeypot, Glastopf, Deception, WSGI, At-
tack Surface, Web Application, Camouflage

1 Introduction
Ever since the inception of computers, information se-

curity has been a major concern for most organizations. Web
application attacks in particular, represent the biggest threats
in the organization’s security [1–3]. Verizon [2], reported
that in 2016 web application attacks are the main source of
data breaches, ranked number 1 with an estimate of over
40 percent of all the data breaches. WhiteHack Security
[6], also reported that web application attacks represent over
40 percent of all the total data breaches in 2015. Imperva

reported that in 2015 content management system (CMS)
applications were attacked three (3) times more than non-
CMS applications, and Wordpress CMS applications were
attacked seven (7) times more than any other CMS applica-
tions.

However, web application honeypots are special tools
designed to help and understand this kind of attacks. Lance
Spitzner [4], argued that dynamic and intelligent honeypots
are the future solution to the biggest challenge facing our
modern security technologies in configuration, where once
the honeypot is deployed it adapts to the changing environ-
ment. Budiarto et-al and Abraham et-all [5, 6] also agreed
with Spitzner that with a dynamic honeypot, one need not
to worry about going back to update the configuration of the
honeypot but rather the honeypot adjust itself to the chang-
ing environment. Glastopf is one such example of a dynamic
low interaction web application honeypot, and the most pop-
ular honeypot for its ability to imitate thousands of vulnera-
bilities. However, the designers of Glastopf honeypot (The
Honeynet Project) was not directed much at deception to de-
feat attackers in the tactical sense, but rather, the dedication
was more at learning about the tool, the tactics, motives and
sharing lessons learnt [7].

This paper seeks to analyze and propose the methods
and techniques that can make dynamic web application hon-
eypots, and in particular Glastopf, more deceptive and still
remain attractive to the hacker community. A honeypot that
can?t hide its true identity is useless as attackers will simply
avoid it, and also a honeypot that is of little interest to the
attackers is also of little value to the security community.

2 Honeypot Concepts
The definition of a honeypot is not a straightforward one,

mainly because a honeypot is a general technology and not a
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solution and do not solve a specific problem. One of the com-
monly used definition for honeypots is: any security resource
that derives its usefulness from being investigated, attacked
and compromised by the attackers [8].

There are several ways at which honeypots can be clas-
sified, and some of the more popular classifications are based
on purpose and level of interaction with the attackers [8–12].
Based on purpose, a honeypot can either be a research hon-
eypot or production honeypot. Research honeypots are those
that do not add direct value to the organization but are used
by researchers to gain valuable knowledge about the attack-
ers [11, 13]. The primary goal in this type of honeypots is
to learn the methods, techniques, and processes the attackers
use and pass that knowledge to the security administrators.
Production honeypots on the other hand are honeypots de-
ployed in an organization with the primary objective of alert-
ing security administrators of any potential attacks in real
time. Based on level of interaction, a honeypot can either
be low, medium, or high interaction honeypot. Low interac-
tion honeypot is the one that imitates only services that can
be exploited where the honeypot does not provide an oper-
ating system for an attacker to interact with, but rather, only
simulates services of a particular system [11]. Medium inter-
action honeypot, just like low interaction honeypot, does not
provide an operating system for an attacker to interact with,
but rather, the simulated services are more complex techni-
cally than the low interaction honeypot. Medium interaction
honeypots imitates a collection of systems rather just one in
order to present a more convincing interaction with the at-
tacker while still hiding the operating system from the at-
tacker [9, 10]. A high interaction honeypot is the one that
gives the attacker to interact with the actual operating sys-
tem along with real instances of programs rather than their
imitations [9, 10].

3 Related Work
This section explores how different honeypot implemen-

tations were detected, and how some of these implementa-
tions were camouflaged to remain deceptive to the hacker
communities.

3.1 Detecting UML Based Honeypots
Detecting honeypots is mostly dependent on the design

of the honeypot itself rather than following a predefined cri-
terion out there. Several researchers have used different tech-
niques in detecting honeypots, and all this detections were
dependent on how the honeypot is designed and the tools
used to design these honeypots.

Innes and Vanapalli [14] discovered that honeypots that
use User Mode Linux as their working environment more
easily identifiable by the attackers. This is mainly because
UML doesn’t store data on hard disks but rather on virtual
drives that point to already existing portions of file system.
Therefore, UML modules were developed to hide where im-
ages are mounted (/dev/ubd*) on the UML system, but the

major number identifying the /dev/ubd* devices is not the
same as the one used for standard IDE or SCSI systems, and
this number is 98(0x63).

Holz and Raynal [15], also discovered that honeypots
running on UML can also be identified by looking at the
/proc tree where there are a number of anomalies that can
alert to the attackers that this isn’t a real system. First, the
cpuinfo of the UML has a model name listed as UML and
the mode being reported is Tracing Thread mode. This is
because UML by default executes in tracing thread mode,
and this is a clear indication to the attackers that this is not
a legitimate system. Holz and Raynal [15], also discovered
that another way to detect UML based honeypots is to look
at the address space of a process in the maps file. The end
of a stack in the host operating system is usually indicated
by 0xc0000000, but in the UML based it is indicated by 0xb-
efff000.

3.1.1 Detecting VMware Based Honeypots
Innes and Vanapalli [14], found that prior to 4.5 version

of VMware, the hardware was not configurable and remained
at defaults where VMware default values can be identified,
and this made VMware based honeypots easily detectable.
The other discovery by Innes and Vanapalli [14], on VMware
based honeypots is the network MAC address that is bound to
the network card. The vendor part of the MAC address (the
first three octets) on VMware virtual network interface is al-
ways one of the following three (3): 00-05-69-xx-xx-xx, 00-
0c-29-xx-xx-xx, and or 00-50-56-xx-xx-xx. Innes and Vana-
palli also discovered that VMware has an I/O backdoor that
was revealed by an analysis of Agobot that it is used to call
backdoor functions.

3.1.2 Detecting chroot and Jails Environment
Securing honeypot binaries are often done by the use

of chroot and jail environments. Holz and Raynal [15], dis-
covered that the easiest way to tell whether you are inside a
chroot() environment is to run an ls-lia command on the root
directory, and look at the inodes of ’.’ and ’..’ directories.
On a standard system, the inodes of this two directories is
always two (2), but if you are in the chroot() environment,
the inodes of these directories will be something different.

3.1.3 Timing
Another discovery by Holz and Raynal [15], on detect-

ing honeypots is that honeypots running on sebek can be de-
tected by measuring execution time of the read () of the read
system where in a system without sebek, minimal time is
around 8225 and a scalar product of 0.776282, and in con-
trast a system with sebek has minimal time of 29999 and
scalar product of 0.009930.

3.1.4 Camouflaging Honeypots
Fu et-al [16], discussed ways at which virtual honeypots

such as Honeyd can be camouflaged by designing a honey-
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pot that supports link latency in the order of one microsecond
(µs) instead of the original one millisecond default, to avoid
timing signature profiles that attackers might profile against
the honeypot hence launching timing attacks against it. They
achieved this by changing the Honeyd code to make it sup-
port the timing resolution of microseconds, and this involved
modifying both Honeyd and the event management library
(libevent).

4 The Current Status
Glastopf on its default form comes with some preexist-

ing dynamic web templates. These templates however, have
some problems that may hinder the honeypot to achieve its
intended goals. First, the templates are too basic for expe-
rienced attackers to basically see that it is not a legitimate
webserver. The templates are basic in the sense that the text
in the template is un-organized and does not make sense to
whoever is reading the content. This has the potential to be
the first alert to the attackers that the server is not intend-
ing to relay information to its visitors but just a tool serving
another purpose than that of a web server, which can also af-
fect the page rank of the application. For a search engine to
retrieve and display the results, the engine must first under-
stand the text on the page [17]. The second problem on the
look and feel of the web templates is that they have no work-
ing links on them, and there are no images or any graphics on
the template. Although the developers of the honeypot sug-
gest that the default templates can be replaced by one’s own
templates, the server used does not support use of images and
other graphic content on the templates and as such any graph-
ics on custom templates would not be rendered by the server
on its default form. This inability to have any working hyper-
links or graphics on the templates has a negative impact on
the search engine optimization, page rank, and search engine
performance of the application. Search engine optimization
is the process of improving the visibility of a website or web
page in a search engine results. In addition to textual anal-
ysis of web content, search engines examine the hyperlinks
between the pages to extract information about the quality of
the page, and page rank is one such measure [17].

Another weakness with Glastopf in its current form re-
lates to its performance. Although it is difficult to calculate
the response time of a server due to several other metrics
factored in such as the size of a file transferred, the medium
used, cpu capabilities, static or dynamic content, network in-
put/output, etc, the processing time of a sever however, can
be measured, and the best way to quantify this component
is to measure it directly, bypassing the internet and other
factors limiting the quantification of the response time of a
server [18]. In our tests, we measured Glastopf directly on
the machine it is running on using Autobench and httperf per-
formance measuring tools, and we found that Glastopf can
only process less than ten (10) http requests per second. This
finding was also reported by ENISA [7]. Figure 1 shows our
test results on Glastopf using Autobench performance testing
tool. The red line indicates that indeed the application can

only processes less than 10 http requests per second. Figure
2 also shows the results of the same test with httperf measur-
ing tool, and it shows that Glastopf can only process about
8.5 http requests per second. These readings however, can
be problematic when compared to that of production servers.
Titchkosky et-al [19], measured the performance of Apache
web server on both static and dynamic technologies, either
connecting or not to the database. In their test, they found
that a webserver with dynamic web content of a 2 kB file on
Apache 5 to have a response rate of about 600 requests per
second or more depending on the dynamic platform used,
and about 200 http requests per second before full utiliza-
tion of the CPU on a server that connects to the database.
These overheads are increased by a factor 8 on a static pay-
load. Apache, however, is not the fastest production server
out there due to its high memory usage. Other production
servers such as lighttpd can reach requests rates of up to 3000
or Nginx can even reach request rates of up to 12000. Hav-
ing such a low http request processing rate for Glastopf com-
pared to other production severs can have two main problems
in achieving its goals. First, the low request processing rate
has the capability to alert the attackers that this might not
be a legitimate webserver. Secondly, a low performing web-
server has the capability to be less interesting to the people it
is mostly targeting, the hackers, because of its slowness. ”A
webserver that fails to deliver its content, either in a timely
manner or not at all, causes visitors to quickly loose inter-
est [20].”

The problem with Glastopf performance is largely at-
tributed to server it uses. Glastopf use custom made WSGI
webserver, which by default is not design to be a server but
an interface to other WSGI compatible production servers.
In our tests, we used CProfile to profile our entire Glastopf
application in order to indentify where the bottleneck might
be in the application. Due to the large size of the diagram
produce by our CProfile, for the prupose of this paper we
only show a small section of that diagram (Figure 3). In this
CProfiling, it was evident that the majority of a application’s
bottleneck was coming from the WSGI server and the ap-
plication its imports while running as shown by the red and
purple components in the diagram.

5 Proposed Framework
The conceptual diagram (Figure 4) represents the over-

all proposed Glastopf optimization for its deception, while
making it more attractive to attackers. The first 3 levels of
the diagram reflect the current status of Glastopf as stated in
the current status section above, whereas the last 3 levels of
the diagram reflect the propositions that can make Glastopf
more deceptive, as described in this section below.

To make Glastopf process requests faster like a stan-
dard server, we employed Gunicorn wrapped behind an Ng-
inx proxy server. This required re-programming of WSGI so
that the WSGI application callable is in the same script with
runner file script for Gunicorn to able to run. In Glastopf,
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Fig. 1. Glastopf Performance-Autobench

Fig. 2. Glastopf Performance-httperf

the WSGI application callable is the wsgi wrapper.py file
and runner file is the glastopf-runner.py file. By doing this,
we have now moved Glastopf from a development server
(WSGI) to a production server (Gunicorn) to gain more per-
formance from our application. Gunicorn is based on a pre-
fork worker model where one can specify how many work-
ers to deploy for handling requests. In our tests, based on
the fact that our test computer had a quad core processor,
we then deployed 9 workers, from the general recommended
formula of (2*num-of-core) + 1. Then we used httperf per-
formance tool set at 1000 connection rates to measure our
application?s perfomance, and we found that Glastopf now
has a request processing rate of 999.1 requests/second. Un-
like WSGI server, Nginx has the capabilities to serve static
files on a web template. By interfacing Gunicorn and Nginx
with WSGI, we have optimized our servers so that serving
static files is handled by Nginx and any other contents of the
request are forwarded to Gunicorn while WSGI provides the
interface to the application.

Although running Glastopf on its default WSGI server
in a production environment is not ideal due to performance,
the problem of serving static files can still be addressed by
creating routes/ router for your WSGI application to serve
static files. A router is a script that maps URLs to the codes
that handles them, and this directly connects content to what
is seen on the webpage. To achieve this, we first created a
folder in our application directory and then saved all static
files in that folder. Then in our WSGI application callable
script, we modified the environment path to point to the static
folder created so that whenever a static file is needed, the
application can fetch the files using the static route in the
static folder.

Another proposition reflected in the conceptual diagram
is on the attack surface of Glastopf. An attack surface is
any system’s resource or any application area that is exposed
to attack or can be used to attack an application [21]. The
bigger the attack surface is, the more attractive the applica-
tion is to the attackers. To make Glastopf?s attack larger,
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Fig. 3. Glastopf Profile

we determined how attack surface parameters [22, 23] can
be deployed in an application in order to make it larger. We
achieved this by deploying these attack surface parameters in
several formats using different combinations, and then mea-
sure the attack surface using Nessus vulnerability scanner.
From this test, we found that deploying two same parame-
ters in an application does not increase the size of the attack
surface. However, same attack surface parameters with dif-
ferent functionalities would increase the attack surface of an
application. Thus, if one attack surface parameter is a subset
of another parameter, having both of them in an application
would increase the size of the attack surface. Our research
revealed that dynamic content in a web application gives the
biggest increase in the size of its attack surface than all other
attack surface parameters we tested. We also found that if
the attack surface parameter does not exist in an applica-
tion, adding that parameter would automatically increase the
attack surface. We created our templates using Wordpress
CMS, to bring content based package dependency [?] into
play, thereby increasing its attack surface. This however, did
not show in our test results due to the fact that current vul-
nerability scanners do not measure content based package
dependencies [24].

Lastly, as reflected in our conceptual framework, we
propose improving the PageRank of the application in order
to make it more visible to the attackers. PageRank is an algo-
rithm, licensed to Google, for performing links analysis. The
algorithm works by promoting, among others, pages with
high backlinks [25], as they are seen to be more important
than pages with less backlinks. Although this is one of our
propositions for optimizing Glastopf, for this paper we were
unable to test PageRank because out test bed was on a local

machine rather than on a registered domain where PageR-
ank could be tested. Therefore, our next paper would focus
on how to make Glastopf rank high on Search Engine Opti-
mization by cheating PageRank, Google Panda and Google
Penguin algorithms.

With all the above propositions achieved, a perfect hon-
eypot would have been achieved. A perfect honeypot is the
one that performs the same manner or as close as possible to
the production webserver for easy camouflage, most vulner-
able to be more attractive to the attackers, and with a high
PageRank for more visibility.

6 Conclusions and Discussions
We analyzed the deceptive qualities of Glastopf honey-

pot and found out that Glastopf does not handle http request
at the same rate as other production webservers. By using
a CProfile profiler we found that the bottleneck in Glastopf
is caused by its server: a customized WSGI server that can
only process 10 http requests per second. We also found out
that another weakness in the deceptive qualities of Glastopf
is in its attack surface: thus the interfaces the attacker in-
teract with when attacking the honeypot. Glastopf’s attack
surface is an HTML page consisting of several dorks, where
a dork is a vulnerable path to an application and attackers
find this dorks through search engines. However, the HTML
page used for the attack surface has some problems too that
may limit the honeypot from achieving its intended purpose.
We found that the HTML page has no working links and
the honeypot cannot render any graphics that might be used
in the template. A website that doesn’t have any working
links nor graphics might send alarms to the attackers that
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Fig. 4. The Conceptual Diagram

the site might be a honeypot rather than a legitimate web-
site. We found out that the inability of the honeypot to ren-
der graphics on web templates was due to its use of WSGI
server, which by its designed was built to render dynamic
templates and not static files, and therefore cannot render
static files such as graphics when not customized. We also
found out that the HTML page used for the attack surface
has text that doesn’t make sense when read. Despite the fact
that the honeypot was specifically designed for automated at-
tacks, if it happens that the attacker pulls the interfaces of the
site to check what information they have before using the au-
tomated tools, he might be able to identify that the website is
a honeypot rather than a legitimate website due to the kind of
information it has. We therefore proposed a framework that
can make the honeypot more deceptive while on the same
time making its visibility on the search engines wider. In the
conceptual diagram we proposed the use of production web
server such as Gunicorn wrapped behind Nginx as a proxy
server where the WSGI will act as the interface between the
honeypot and the production web server. In this setup, the
production server will handle http requests and static files
on the web template while the WSGI handles server scripts
in the honeypot. From this setup, our honeypot was able to
handle about 999.1 http requests per second from the original
of about 10 http requests per second, and we can safely say
now our honeypot performs like a production server. If pro-
duction server is used instead of the WSGI, the production
server such as Nginx has the capability to render static files,
therefore the HTML page can now have graphics and other
static files on it so that its attack surface look more like a le-
gitimate webserver. However, if the production server is not

used but instead the WSGI is the main server, we proposed
proposed creating routes for static files in the WSGI server,
and if routes are created, the attack surface will be able to
render static files and look more like a legitimate website.
We also proposed the use of CMS in creating the attack sur-
face of the honeypot. CMS brings content based package
dependency into the honeypot, and content package depen-
dency has the capability to increase the size of the attack
surface. We also proposed ways at which attack surface pa-
rameters can be used to increase the size of the attack surface
of an application. The larger the attack surface of the hon-
eypot, the more visibility it gets when attackers search for
vulnerable paths using search engines, and if the honeypot
gets more visibility on the search engines, then chances of it
being attacked are higher. Lastly on our conceptual diagram
we proposed improving the page rank or the honeypot in or-
der to improve its visibility on the search engines. However,
due to the requirement of having a public IP to test page rank,
in this paper we were unable the page rank of our application.
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ABSTRACT 
 
With the inclusion of direct purchases by 
Government in e-Procurement System, 
several security agencies are joining it but 
they expect their sensitive data to remain 
hidden. So they expect such system to 
comply not only to the confidentiality, 
authenticity and non repudiation 
guidelines given by World Bank related to 
Price quotation for e-procurement system, 
but also to comply with maintaining 
confidentiality of data related to 
Government buyer departments. The 
Security Model proposed here studies 
threats, vulnerabilities and risks to e-
Procurement System, evaluates the 
suitability of Tokenization, Masking and 
Encryption techniques by applying them to 
ensure confidentiality, privacy and  
integrity of data related to bids, and 
security agencies. The study finds out that 
masking need to be applied to ensure 
confidentiality of data of security agencies, 
Public Key Infrastructure (PKI) to 
maintain confidentiality and authorization 
of price quotation and bid, e-sign to bind 
both buyers and suppliers to the actions 
taken by them in life cycle of e-
Procurement process. Database security 
controls need also to be implemented so 
that data related to security Agencies and 
keys used to encrypt/ decrypt price quote 
are put in different tables/vault accessible 
only to authorized users excluding Data 
Base Administrator. Current approaches 
focus only on PKI. 
 
KEYWORDS 

Tokenization, Masking, Encryption, e-
Procurement System, Privacy, 
Confidentiality  

1. INTRODUCTION 

 
Government e-Market (GeM) Place [1], 
a type of e-Procurement System, is a 
meeting place of suppliers and 
purchasers where purchase to pay 
process is electronically supported and a 
Government department defines sets of 
rules for procurement process. E-
marketplace is a Business to Business 
relationship model (B2B) wherein 
multiple buyers can select products and  
 
Services from pre-sourced catalogues 
and perform commercial transactions 
with multiple sellers through a Web 
platform.  The B2B model allowing 
direct purchases, procurement through 
bidding and reverse auctioning helps 
organizations in saving cost and 
increasing productivity enormously [2], 
so realizing the benefits of Government  
e-Market Place, several security 
agencies are also keen to join it. But they 
are concerned about the confidentiality 
and privacy of their sensitive data, the 
way suppliers were worried about the 
confidentiality of their price quotation 
before bid opening time. World Bank [3] 
issued the guidelines for it and Public 
Key Infrastructure based technique was 
used to address it. Similar solution for 
preserving confidentiality of sensitive 
data of Security Agencies is studied and 
being implemented through data 
masking technique. According to NIST 
[4] , the growth of business, buyers and 
suppliers on GeM [1] depends upon its 
secure and reliable functioning. Studied 
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by Abdullah et al. [5] found, that 
security breaches result in loss of 
reputation, customers and economy of a 
country. As application design of e-
Procurement System solution varies 
from one environment to another, the 
design of Indian Government e-
Procurement System solution and Ketera 
used in UK and USA by one of the 
largest multinational companies in 
procurement of fuel and energy, studied 
by Juliette Stephens and Raul Valverde 
are considered to increase the surface to 
identify threats, vulnerabilities and 
associated risks and applicability of the 
proposed Security Model. This model is 
designed on the basis of cyber security 
research methodology, OCTAVE-S [6], 
,It spans over four stages: 1) Assets 
Profiling, 2) Infrastructure 
Vulnerabilities, 3) Privacy and 
Confidentiality [7] Techniques and 4) 
Security Framework. Each stage of the 
security study is explained section wise 
in four subsequent sections of the paper 
and finally findings of the proposed 
security model are summarized at the 
end.  
 

2. ASSETS PROFILING 

 
The list of all assets such as servers, 
firewall, system software, etc. required 
for hosting  
e-Procurement System was prepared and 
assets were demanded from Cloud 
Service Provider (CSP). The owner 
Department of Government e-
Procurement System checked that CSP 
produces evidence of implementing 
ISO27001 [8] Information Security 
Management System applicable controls 
in all concerned areas of Infrastructure 
and operation level. It was ensured that 
CSP is security certified and CSP has 
policies in place to prevent spread of 
viruses through computing 

infrastructure. It has a documented 
policy to apply system updates and 
patches to computing infrastructure 
provided by it and all the personal edge 
devices are updated, patched and have 
up to date antivirus protection. 
 

3. INFRASTRUCTURE AND 
APPLICATION DESIGN 
VULNERABILITIES 

 
Here vulnerabilities testing at System 
and Network, application source code 
and design, were conducted. Penetration 
testing tools were used to find the 
vulnerabilities at System Level, Network 
Level and application source code. Since 
tools cannot check vulnerabilities 
present in Application Design, 
application threats anticipated, threats 
identified in other e-Procurement 
Systems[9], Security incidents of 185 
Japanese organizations studied by  
Abdullah et al. [5], and World Bank 
guidelines [3] were considered to 
construct Threat Model which is given 
as below: 
 

• Actions of Anonymous and 
Validated Users (especially those 
performing Reporting and 
Analytics) were reviewed and 
checked if it was possible to see:  

o the products,  
o delivery locations and  
o Buyers’ details of 

security agencies in 
purchase orders. 

• Actions of Validated Users in 
defined roles were examined and 
checked if it was possible to:  

o access or modify the 
information and 
privileges defined for 
other roles 

o access or modify 
information of other 
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Users defined in the same 
role 

o attach fake budget 
approval or modify 
sanctioned amount or 
perform any  

o other sensitive process of 
system anonymously 

o attach fake inspection 
report and release the 
payment anonymously 

• Examined, if it was possible to 
ignore Informing (through email/ 
SMS) some of the registered 
suppliers and service providers 
about bid notifications to avoid 
one bid situation and get 
competitive bid price  

• Verified the price quotations 
received are encrypted and kept 
in a Vault in a separate table on a 
separate database server, 
accessible only to buyer 
departments before bid opening 
time 

• Verified if there exists any 
mechanism to bind the suppliers 
and service providers with their 
offers including discounts, if any. 

• Verified if it was possible to 
tamper price quotations once 
opened 
 

Success in any of the action as 
mentioned above results in compromise 
in the integrity or confidentiality of the 
application or back-end data. It will 
impact the one or the other stakeholders 
of the e-procurement system as shown in 
Table 1 and they may lose trust in e-
procurement system. 
 
 
 
 
 
 

 Table I: Threat Assessment Model 
 

 
 
 
 

4.  PRIVACY AND 
CONFIDENTIALITY 
TECHNIQUES 

 
At this stage, the documented processes 
of e-Procurement System owner, 
articulating policy and procedure were 
examined. It was found that policy for 
following processes were present: 
 

Risk 
 

Severity Actor 
Impacted 

Ability to see data of security 
agencies (buyers) related to  
orders, product procured and 
delivery locations and sharing 
with adversaries  

High Security 
Agencies  

Low Other 
Agencies 

Ability to see price quote of 
suppliers before opening date 
and time of  bid as it is not 
encrypted and disclose or 
modify it  

 High Suppliers  

Price quotes are in the same 
table where bid generated and 
accessible to DBA  

High Suppliers 

Common Data Architecture 
shared between security 
agencies (e.g. same tables or 
different tables in same Data 
Base) and other Government 
buyers 

High Securely 
Agencies  

Low Other  
Govt. 
buyers/ag
encies 

Weak Authorization security 
control  with no binding as to 
who created in following 
modules : 
• Order Modules 
• Billing Modules 
• Inspection Modules  
• Payment Modules  

 
 
 
High 
High 
High 
High 

Security 
and other 
Agencies  

No intimation of bids/Reverse 
Auctions sent to 
Suppliers/Service Providers 
when bid/reverse auction 
initiated 

High Security 
and Other 
Agencies 
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• Registration of Suppliers and 
Government buyer departments to 
ensure neither Supplier nor Buyer 
can be registered without proper e-
verification and they cannot register 
multiple times to avoid submission 
of three bids by same supplier.  

• User accounts and passwords to 
avoid adversaries to guess user 
credentials and access system 

• Reporting security incidents so that 
if any event real or suspicious about 
information compromise comes in 
notice, it must be reported to 
Security Group. 

 
It was found that the e-Procurement 
System owning department needs a 
policy to handle sensitive data of 
security agencies to build trust. So a 
study of three techniques: Tokenization, 
Masking and Encryption was undertaken 
to find out the most suitable among them 
to preserve confidentiality and privacy 
of the sensitive data. 
 
 

4.1 Data Hiding Techniques 

 

Security agencies also come on e-
Procurement System portal to procure 
sensitive products such as weapons, 
uniforms, bullet proof vests, etc. and at 
the same time they want to maintain 
confidentiality about such procurements 
so that adversaries don’t know about 
details of delivery locations and 
indentors. They want their sensitive data 
to remain confidential, like: 

• Identifier: Attributes that can 
directly and uniquely identify an 
individual, such as name, ID and 
mobile number. 

• Quasi-identifier: Attributes that 
can be linked with external data 
to re-identify individual records, 
such as gender, age and area 
code. 

• Sensitive Attribute: Attributes 
that an individual wants to 
conceal, such as department 
name, products ordered and 
delivery locations. 

• Non-sensitive Attribute: 
Attributes other than Identifier, 
Quasi-identifier and Sensitive 
Attribute.. 

It can be achieved by applying the 
concept of k-annoymity [10] it is shown 
in Table 2 where sensitive information is 
concealed by applying concept of  6-
annoymity where information of six 
attributes is concealed.6-Annoymity 
With Respect To Department(Dept.), 
Order No., Product, Delivery Location 
and Email is shown in Table 2. 
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Microsoft [11], has given the concept of 
Differential Privacy where a Privacy 
Guard sits between user and the database 
server, it hides the sensitive information. 
Using techniques of k-annoymity.   

The key question is which technique to 
choose Tokenization or Masking. 
 
a) Tokenization 
 
Tokenization [12]  is a way  , to replace 
sensitive data with non sensitive 
placeholders called tokens. The sensitive 
data is replaced with tokens in relational 
databases and files. The tokens are 
random values which replace original 
data but have no intrinsic value. For 
example, in a casino, money is replaced 
with tokens which is used for making 
payments and whatever number of 
tokens are  left at the end, they can be 
converted to money in a controlled 
environment. A token used in place of   
cash cannot be used for doing financial 
transactions.  
 
On the other hand, encryption is a way 
of protecting data by scrambling it into 
an unreadable form. It can be converted 
into readable form using right key. So 
attackers try to catch hold of encryption 
keys since with keys original data can be 
created. Compared to encryption, 
Tokenization is not scalable and suitable 
for unstructured data such as large files. 

b) Masking 
 
The general principal to preserve privacy 
is to suppress the sensitive data before it 
is subjected to disclosure. The sensitive 
data in the database is hidden. The 
identifiers which uniquely zero downs 
someone  is  suppressed, it  is  called  as   

 

 

Table 2:  6-Annoymity Privacy for Security 
Agencies 

 

 

de-identification. One such technique of 
de-identification privacy is k-anonymity 
[10], A personal record is said k-
anonymous if every record is distinct 
from at least k-1 other records over 
given “quasi-identifier” subsets of 
attributes. A quasi-identifier attribute 
such as age, gender and address, is one 
which gives clue about the identity of a 
personal record if linked to external 
dataset available with attacker. 

Therefore, quasi-identifier attributes are 
completely or partially suppressed so 
that k-anonymity is attained. There are 
four ways to replace exact attribute value 
with less informative value, first replace 
the value such as 27.23 to 25.0; second 
do top coding, replace age above 60 to 
60 and qualify it a senior Citizen, third 
do generalization, define address though 

Dep
t 

Orde
r 
No. 

Produc
t 

Deliver
y 
Locatio
n 

Va
lue 

e-
mail 

* * * * 50
0 

* 

* * * * 60
0 

* 

* * * * 55
0 

* 

* * * * 45
0 

* 

International Journal of Cyber-Security and Digital Forensics (IJCSDF) 6(4): 186-197

190

The Society of Digital Information and Wireless Communications (SDIWC), 2017 ISSN: 2305-0012



	  

zip code, fourth use intervals, define age 
18 to 15-20, name Sharma to ‘S-T’, but 
if the requirement is for deep analysis of 
sensitive information such techniques 
cannot be used. Oracle [13],  uses four 
masking techniques: 1) Condition based 
masking which is applied when two 
types of formats (e.g. pure numeric in 
one state and alphanumeric in another 
state) are used for storing same 
information, 2) Deterministic masking 
which assigns same masking value to a 
Social Security Number across all 
databases, 3) Compound masking is 
applied to related columns as a group 
(e.g. name is stored as first name, last 
name) to retain same relation and 4) Key 
based reversible masking where data is 
masked and recovered in original format 
using same key. 

Masking Performance: According to 
the benchmarking done by Oracle [13], 
on an Exadata X2 - 2 full racks with 
high performance discs, 2 x 6 core Intel 
Xeon X5675 Processors (3.07 GHz). 1 
TB data base containing a table of 6 
billion rows whose one column was 
replaced with random numbers took 12 
hours 49 seconds. 100TB data base 
containing a table of 600 billion rows 
where one column was replaced with 
fixed number took 33 minutes. 
 
c) Encryption 

 
Functional encryption is used to encrypt 
data; its aim is to ensure that an 
untrusted process learns only the output 
of a function f(x) about data and nothing 
else.  Earlier engines were not allowing 
performing SQL operations on encrypted 
data, but work on CryptDB [14], has 
shown different SQL operations can be 
performed with 21-26% reduction in 
through put. CryptDB [14] , sits between 
users and data base management system 
(DBMS) as a security guard. It uses 

different types of encryption algorithm 
for different types of columns depending 
upon the SQL operations performed on 
them. For example, if addition on two 
encrypted columns is to be performed, 
they are encrypted using Paillier [15][, 
cryptosystem since it allows addition on 
encrypted data. Similarly if 
multiplication is to be performed on two 
columns, multiplicative homomorphic 
encryption ElGamal [16] cryptosystem is 
used to encrypt them. For columns on 
which equality comparison, equi join 
and GROUP BY are performed such 
columns are encrypted by applying 
deterministic (DET) encryption 
algorithm.  
 
Similarly if on a column ORDER BY or 
MAX or MIN SQL operations are to be 
performed then Order-preserving 
encryption (OPE) of Boldyreva[17] is 
used to encrypt such column. When a 
column is encrypted with OPE algorithm 
of Boldyreva [17] , the server performs 
range queries giving encrypted constants 
OPEK(c1) and OPEK(c2) to DBMS 
corresponding to the range [c1, c2]. 
Using this encryption method, ORDER 
BY, MIN, MAX, SORT, etc. can also be 
performed. The randomized (RAN) 
encryption does not support any 
operators, and intuitively, the most 
secure encryption scheme is chosen for 
identifiers. It is implemented using 
Blowfish,[18] to encrypt integer values, 
taking advantage of its smaller 64-bit 
block size, and AES [19], encryption 
algorithm to encrypt everything else 
with a 128-bit block size. 
 
Throughput of CryptDB [14] compared 
to MySQL is 21-26% slower and  it is 
impacted maximum by  SUM clause, 
which when performed on encrypted 
data  brings it down    2.0 times less  and 
when used in UPDATE Statement brings 
it down by 1.6 times. According to 
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Stephen Tu et al.[20], the disk space 
requirement of CryptDB [14] is 4.21 
times more to the disk space consumed 
by plain text. If plaintext takes 17.10GB 
then CryptDB [14], takes 71.98GB Disk 
space. 
 
 

5. CONSTRUCTION OF 
SECURITY MODEL 

 
A security Model is a framework, which 
refers to a set of well-documented 
processes defining policies and 
procedures; and management of security 
controls of an Information Technology 
System. A security risk [21] is the loss 
potential to an asset of organization if at 
hreat can exploit a vulnerability. The 
goal of security controls is to contain the 
security risk and protect information 
systems, maintain data confidentiality, 
availability and integrity of business 
processes. As threats and vulnerabilities 
vary for each application NIST [4], this 
Security Model for e-Procurement 
System is built by taking into 
consideration the security controls for 
the threats and vulnerabilities as 
identified in Table 1 above. These 
security controls are as follows: 
 

I. Security Control for Risk1 -
Data Hiding for Security 
Agencies 
 

Based on the study of above three 
techniques, it was found that 
Tokenization is not scalable and 
overheads of masking are less than the 
encryption. Further, masking allows 
SQL and mathematical operations on 
masked columns so the data of Security 
Agencies should be masked. It provides 
effective safeguard of data when it is at 
rest and also when used for preparing 
Reports and data analytics. The Secure 

Socket Layer(SSL) is used when data is 
on move. 
 
II. Security Control for Risk 2-

Maintaining Confidentiality of 
Price Quote 

 
The Price Quotations received from 
bidders are invited in encrypted format 
using Public Key Infrastructure. Either 
dongle can be used where Supplier 
encrypts the price quotation using 
Buyers Public Key and two employees 
of Buyer Department decrypt it using 
their Private Key in the presence of 
Suppliers at bid opening time and all of 
them e-sign them to make them tamper 
proof. Or all the price quotations are 
encrypted by applying RAN encryption 
algorithm and master key is stored in a 
separate Table called as Vault on a 
separate database server. At the bid 
opening time, the employee of e-
Procurement System logins and the 
employee of buyer execute the process 
of decrypting price quote after feeding in 
One Time Password which the employee 
receives on his/her registered mobile 
number in the presence of Suppliers.  

 
III. Security Control for Risk 3 and 

Risk 4-Maintaining Keys and 
Data of Security Agencies in 
separate Tables 
 

All the security controls are at 
Application Level so a long access 
control list is maintained. The 
application design is reengineered to 
strengthen the security by adding two 
database level controls, 1) data of 
Security and other agencies is separated 
out by storing them in different 
databases/tables and 2) as said earlier the 
master key used for encrypting price 
quote is kept in a separate table on a 
different database server accessible only 
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to e-Procurement System owner and 
buyers. 

 
IV. Security Control for Risk 5- 

Binding users to critical actions 
through e-Sign Based Controls  
 

Besides data, for sensitive processes 
performed by buyers such as entering 
budgetary approvals, inviting bids, 
placing orders, accepting consignment 
and inspecting them, releasing 
payments; and similarly for sensitive 
processes such as submitting bids, bills 
performed by suppliers e-Sign is made 
mandatory since it brings accountability. 
Both database level control and e-Sign 
based control as mentioned for Risks 3 
to 5, lower the complexity  which 
otherwise come in application code if 
they are implemented at  application 
level control level viz., Access Control 
List . 
 
 

V. Security Control for Risk 6- 
Notifications of bids/Reverse 
Auctions to Suppliers/Service 
Providers through E-Mail and 
SMS 
 

Whenever a bid is floated by buyers on 
e-Procurement System, sending e-mail 
and SMS are made compulsory to 
registered suppliers to avoid vendor 
cartel, biasedness, get competitive bid 
price and bring transparency. If such 
intimations are not sent due to one or 
other failure, it can invite trouble so 
auditing of actions performed by buyers, 
suppliers and e-Procurement System 
owner is made mandatory. 
 
 
 
 
 
 

6. IMPLEMENTATION  

 
Based on the information provided in a 
study conducted for Asian Development 
Bank [22] for six e-Government 
Procurement Systems; and information 
collected for  Government e-market 
Place through interview and code 
inspection. The key focus of all systems 
is on keeping confidentiality of bids.  
The systems can be divided into two 
groups. There is no information about 
keeping confidentiality of sensitive 
information of buyers.  
 
The security framework is applied on 
systems of two procurement Groups “A” 
and “B” at four layers: Infrastructure, 
Application, data, and Process and their 
security posture is measured. 
 

I. Infrastructure Layer: The 
entire infrastructure needs to be 
secured at the perimeter level so 
Firewalls and Intrusion 
Prevention System must be 
installed and network 
segmentation should be done. 
Also hardening of Operating 
Systems of Routers, Servers and 
management Workstations 
should be done. 

 
Findings: Infrastructure of both 

Groups is secured. 
 

II. Application Layer: The 
Application design assessed to 
ensure that it protects the 
confidentiality, authenticity or 
integrity ISO 27001 [8] of bid 
information and other sensitive 
data of buyers. Here PKI based 
asymmetric cryptographic 
Controls and Masking need to be 
used to encrypt and hide the data. 
Key management vault shall be 
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stored separately from encrypted 
data to support use of 
cryptographic techniques and 
DBA should have no access to it. 
E-sign should be based on two 
factors authentication [23], the 
second factor could be one time 
password or biometric etc. to 
prevent others to impersonate 
and sign on a document. The 
authentication mechanism should 
ensure credentials are given on a 
page, which is under SSL. 

 
Findings: The bid is encrypted at 
Client end in systems of Group “A” 
and sent through SSL enabled page 
of client, while in second system “B” 
bid is encrypted at server side and 
sent through SSL enabled page of 
client.  

 
• System “A” has separate vault to 

store Private Key of Buyer 
Officers opening the bid, while 
System “B” stores them on same 
server where encrypted bid is 
stored. 

• System “A” uses hardware based 
dongle for Public-Private Key 
pair whereas System “B” uses e-
Sign which uses Social Security 
Number for signing a document 
along with OTP. 

• E-sign cannot encrypt/decrypt 
documents as it is not its mandate 
but dongle can do both bid 
encryption/decryption at client 
side to achieve confidentiality 
and e-sign to achieve integrity 
and non repudiation.  

• So system “B” uses 
encryption/decryption of bid 
Price at Server side through 
RDBMS supported encryption 
algorithm. 

 

III. Data Layer:  Sensitive data 
should be encrypted, masked or 
hashed in the database.   

• Application design should 
differentiate between data that is 
sensitive to disclose and must be 
encrypted using PKI asymmetric 
key (discussed above). 

• Data (bid price after opening the 
bid) that is sensitive only to 
tampering must be e-signed and a 
keyed hash value (HMAC) must 
be generated. 

• The data that is revealing identity 
of a security agency should be 
masked to preserve its privacy. 

• The data that can be irreversibly 
transformed (hashed) without 
loss of functionality (such as 
passwords) should be treated 
separately.  

• Access control method at 
Application level should be 
enforced to provide access to 
sensitive data and functionality 
only to permitted users or clients.  

• Role-‐‑based access controls 
should be enforced at both 
database level and application 
interface. This will protect the 
database in the event that the 
client application is exploited. 

 
Findings: It is an important finding so 
far little attention is paid toward this 
since it is a post bid opening data. 

 
• Both systems are keeping buyers’ 

information in plain text, which 
they need to mask.  

• Both are using common data 
architecture for storing 
information of security agencies 
and other agencies. 

• Both systems are not keeping e-
signed bid data. 
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IV. Process Layer:  At least 
following IT security processes 
and best practices need to be in 
place for operation and 
maintenance of Procurement 
System in line with international 
standard on Information Security 
Management System, ISO 27001 
[8]  

 
Findings:  System “B” disaster 
recovery site is being designed; it is 
not available right now. Disaster 
recovery site must be in place to 
ensure availability and audit log 
shipping. As logs are not written for 
spyware planted at kernel level so 
logs should not be treated as the sole 
protection against mala fide acts. 
Anti spyware, anti spam and 
antivirus software should be 
installed. Other findings for both 
systems are common, which are as 
follows: 

 
• The application hardening done 

for Top 10 vulnerabilities defined 
by OWASP [24] 

 
• Network security assessment 

done for adequate security 
through penetration testing and 
vulnerability assessment as per 
NIST SP 800-115 [25]. 

 
• The software source code 

evaluated using white box test 
approach through code review/ 
inspection process for identifying 
malicious codes/ Trojan etc. 

 
• End to End transaction workflow 

checked to verify it is going 
through the defined path by using 
dummy test transactions 

 
 

Keat et. al. [26] conducted a study in 
Malaysia to know confidence level of 
people about keeping the data on cloud 
storage. It revealed that people feel that 
investigators have limited skill set, 
limited jurisdiction under their authority 
and there is shortage of  forensic experts 
so they would not be able to investigate 
criminal incidents. Further the laws, 
regulation and guidelines are also 
inadequate so these will not be able to 
provide advisory at the time of need. 
Thus GeM system is hosted on a Private 
Cloud maintained by a Government 
agency.  

 
 

7. CONCLUSION  

The proposed Security Model extends 
existing security foundations of e-
Procurement System by adding four 
security controls at 1) Database layer, 2) 
Masking and Encryption layer, 3) e-Sign 
layer and 4) Alert layer. The inclusion of 
Masking which hides sensitive data but 
allows SQL and other operations 
continue to be performed on it, is the 
hall mark of the proposed Security 
Model. When masking is compared with 
Tokenization, it is found Tokenization is 
not scalable for large number of records. 
Although encryption as mentioned in 
CryptDB [14] has come a long way 
where it is possible to apply different 
types of algorithms on different columns 
depending the purpose for which they 
are used in the application and carry out 
different types of operations on 
encrypted columns. Downside is 
management of encryption keys of 
different columns, overheads related to 
extra disk space requirements and 
degradation of CPU response time. But 
still, it works better than Tokenization. 
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For hiding data of buyers, masking 
technology is better than both 
Tokenization and Encryption. Masking, 
similar to encryption scrambles the data 
without disturbing the format by 
working on full database or subset of 
dataset. The aggregation, preservation of 

sum and average values over masked 
values can be done. Masking can be 
performed in such a way that it’s 
extremely difficult to reverse engineer 
the original values. It helps in 
guaranteed security of data. 
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ABSTRACT 

 
In the past few years, there has been a rapid increase 

in the number of smartphone users. this can be seen 

with various brands and platforms of smartphones that 

sold almost every week. One of smartphone platform 

with a huge amount of users is Android. The rapid 

development of Android smartphone technology has 

an impact on the growing number of applications 

developed for Android platform, including instant 

messaging applications. Blackberry Messenger 

(BBM) is one of the multi-platform instant messaging 

applications with the amount of users that increase 

significantly each year, causing the possibility of 

digital crimes that occured by digital crime perpetrator 

is also significantly increased. In the process of 

investigating digital crime cases, digital evidences are 

required to solve these cases. To obtain digital 

evidences, a technique of forensic investigation on 

physical evidence has been conducted. This paper 

studies three widely used mobile forensics tools 

namely, Oxygen Forensic Suite, Andriller, and 

Belkasoft Evidence Center in extracting data from 

BBM application that installed on an Android based 

smartphone using a framework developed by NIST. 

The results of this research were presented in the form 

of recorded conversations, BBM Personal 

Identification Number (BBM PIN), pictures, and 

conversation timestamp. 

 

KEYWORDS 

 
Android, Digital Evidence, Blackberry Messenger, 

Digital Forensics, NIST 

 

1 INTRODUCTION 

 

According to Statista [1], in 2016, the number of 

smartphone users is estimated to reach 2.1 billion. 

By 2018, more than 36 percent of the world's 

population is expected to use smartphones, about 

10 percent higher than 2011. As shown on Figure 

1, the number of mobile phonec users in the world 

is predicted to pass the five billion mark by 2019.  

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Graphical statistics of smartphone users. 

Among those smartphone users, Android and  iOS 

are the two most popular smartphone operating 

systems in the industry. This rapid development 

of Android smartphone sales has an impact on the 

growing number of applications developed for the 

Android OS, including instant messaging 

applications. Developers are competing to create 

instant messaging applications with user friendly 

features, one of these application is Blackberry 

Messenger (BBM). A survey conducted by 

Global Web Index [2], stated that in direct 

comparison with its competitors, BBM ranked 

2nd on worldwide users with 81% registered 

users, Figure 2 shows the graph.  

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 2. Graphical statistics of BBM users worldwide. 
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As for Indonesia, a survey conducted by 

Singaporean  online survey organizations We Are 

Social [3] at 2016, Blackberry Messenger users 

ranked first with 19% of users, followed by 

WhatsApp users with with 14% , the graph shown 

on Figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Graphical statistics of BBM users in Indonesia 

 

The increasing of BBM users, in addition to lots 

of positive impacts that caused, also caused many 

negative impacts. Many people took advantage of 

BBM’s user friendly features to perform digital 

crimes such as prostitution, pornography, identity 

theft, cyberbully, etc. Table 1 shows some 

examples of digital crimes occured by using BBM 

at Indonesia [4,5,6,7,8]. 

 
Table 1. Digital crime that using BBM (observation) 

 

In the process for solving digital crime cases, 

necessary supporting evidence is needed. If an 

android based smartphone became the physical 

evidence on a case that Blackberry Messenger 

application was installed, then the application can 

be analyzed to obtain digital evidence that can be 

expected to assist law enforcement in solving the 

cases of digital crimes. The main topic of this 

paper are to emphasize on the forensic 

investigation process and to compare mobile 

forensics tools used in this research by using a 

framework developed by National Institute of 

Standard and Technology (NIST) [9].  

 

 

2 LITERATURE REVIEW 

 

2.1 Mobile Forensics 

Mobile Forensics is a science that performs the 

process of digital evidence recovery from a 

mobile device using the appropriate way with 

forensic conditions [10]. The initial research work 

in this field has focused on acquisition techniques 

and general forensic analysis of smart devices 

[11]. This was shown in Burnette’s work in 2002 

where he discussed the forensic examination of 

older versions of the BlackBerry and the hardware 

and software used for acquisition [12]. 

 

2.2 Cyber Crime 

The website of Interpol in cyber crime section 

stated “Cyber crime is one of the fastest growing 

areas of crime”. These crime cases include attacks 

against computer data and systems, identity theft, 

sexual abuse images, internet auction fraud, the 

deployment of viruses, and various scams such as 

phishing [13].  

According to the UN (United Nations), 

cybercrime is: "any illegal behaviour committed 

by means on relation to, a computer system 

offering or system or network, including such 

crime as illegal possession in, offering or 

distributing information by means of computer 

system or network". Another definition of 

Cybercrime is a crime using information 

technology as instrument or target, and digital 

forensics, in essence, answer the questions: when, 

what, who, where, how and why related to digital 

crime [14]. There are many kinds of cybercrimes: 

one of the example is cyberbullying, a term that 

refers to the use of information technology to 

bully people to send or post text that is 

intimidating or threatening others [15]. 

 

2.3 Digital Evidence 

Digital evidence is information stored or 

transmitted in binary form that may be relied on 

in court. It can be found on a computer hard drive, 

a mobile phone, a personal digital assistant 

(PDA), a CD, and a flash card in a digital camera, 

among other places. Digital evidence is 

commonly associated with digital or electronic 

crime, such as pornography, prostitution, identity 

theft, phishing, or credit card fraud. However, 

digital evidence is now used to prosecute all types 

of crimes, not just digital crimes [16].  

No Year Case 

1 2014 Pornography via BBM at Banyuwangi 

2 2015 BBM Account hacking at Jakarta 

3 2016 Online fraud via BBM at Palopo 

4 2016 Identity theft via BBM at Palembang 

5 2017 Online prostitution via BBM at Pekanbaru 
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2.4 Android 

Android is architected in the form of a software 

stack comprising applications, an operating 

system, run-time environment, middleware, 

services and libraries. Each layer of the stack, and 

the corresponding elements within each layer, are 

tightly integrated and carefully tuned to provide 

the optimal application development and 

execution environment for mobile devices as 

shown on Figure 4 [17]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Android Architecture 

 

2.5 Blackberry Messenger 

BlackBerry Messenger (BBM) is an application 

of instant messaging that is developed by 

Research In Motion (RIM), and originally created 

for BlackBerry smartphone [18]. As technology 

advances, BBM is moving beyond Blackberry 

devices, BBM now become a multi-platfom 

application that can be installed on Android, iOS, 

and Windows based smartphone. Since it was 

created in August 2005, BBM has evolved from a 

pure messaging application for communication 

(text and video) to a social eco-system unifying 

chat, social, commerce and services including 

games [19]. 

 

2.6 Oxygen Forensic Suite 

Oxygen Forensic Suite is a forensic software for 

extraction and analysis of data from cell phones, 

smartphones and tablets [20].  This tool offers 

several hash algorithms and one of which can be 

selected in each investigation case. Oxygen 

Forensic Suite also has the capability to provide 

general information about the smartphone and the  

 

network that the device was connected to. The 

other useful capability from this tool is recovered 

all contacts, SMS, MMS, and user's files [21]. 

 

2.7 Andriller 

Andriller is a utility which consists of various 

tools for serving various purposes which includes 

cracking of screen lock pattern, PIN and 

passwords, decoding of encrypted databases and 

files, data extraction automatically and unpacking 

of android backups. This tool kit solves many of 

mobile forensics needs for the Android OS [22]. 

 

2.8 Belkasoft Evidence Center 

Belkasoft Evidence Center is a tool for 

investigators that can be used to acquire, search, 

analyze, store and share digital evidence found 

inside computer and mobile devices. This toolkit 

will extract digital evidences from multiple 

sources such as hard drives, drive images, 

memory dumps, iOS, Blackberry and Android 

backups. Belkasoft Evidence Center will 

automatically analyze the data source and lay out 

the most forensically important artifacts for 

investigator to review, examine, and report [23]. 

 

3 METHODOLOGY 

 

The National Institute of Standard and 

Technology (NIST) has published a framework 

for mobile device investigation guide called NIST 

Mobile Forensics, that contained 4 consecutive 

steps [24]: 

1. Collection: or sometimes called Preservation, 

this process consist of the steps in gathering 

and documenting the evidence from the 

perpetrator, the owner, or at the crime scene. 

Care has to be taken to preserve other forms 

of evidence. 

2. Examination: or sometimes called 

Acquisition, in this phase actual data is 

gathered from the device. In an ideal case the 

data is forensically copied from the phone as 

well as from the SIM Card. In some cases 

technical diffculties can prevent a digital 

accusation of the device. In a worst case 

scenario only screen captures of the phone 

can be gathered. 

3. Analysis: Now the gathered data is analyzed 

for clues regarding the possible crime. The 

analysis can either be done by hand or with  
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the help of software tools. There are many 

software tools available for that purpose. It is 

important to use different software tools to 

gather more detailed analysis. Care has to be 

taken not to miss a crucial piece of evidence 

solely because one particular tool didn't have 

the right feature. 

4. Reporting: The last step is the most 

important. Between the gathering of evidence 

and the presentation in court a signifcant 

amount of time can pass. An examiner must 

be able to present his evidence in a 

conclusive manner and offer the other party 

information about the tools and methods 

used. 

Figure 5 shows the graphical picture of these 4 

consecutive stages. 

 

 

 

 

 

 
Figure 5. NIST Mobile Forensics Stages 

 

4 RESULTS AND DISCUSSION 

 

4.1 Collection 

Collection or Preservation is the earliest stage in 

mobile forensic methods, and the first thing to do 

is to search, collect and document the evidence. 

In this research the evidence is in the form of an 

android-based smartphone. The result of this 

stage is as follows: 

 
Table 2. Evidence’s Specification 

No Specification 

Type 

Physical Evidence’s 

Specification 

1 Brand Sony 

2 Brand Series Xperia Z 

3 Model Number C6602 

4 OS Android 

5 Processor Quad core 1.5 GHz 

 

 

 

 

 

 

 

 
Figure 6. Android Smartphone as Physical Evidence 

 

4.2 Examination 

Examination is the process of physical evidence 

backup and retrieval of digital data that contained 

in it. At this stage the cloning process of physical 

evidence is conducted. The cloning process can 

be done using various tools, such as MOBILedit 

Forensic Express [25]. Figure 7 shows the 

examination result using Oxygen Forensic Suite. 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 7. Oxygen Forensic Suite’s Examination Result 
 

Oxygen Forensic Suite’s examination result 

provide complete data of physical evidence that 

contained Device Information, Forensic 

Examiner’s Identity, List of Contact, and Installed 

Application, BBM included.  

For examination process that conducted using 

Andriller, the result provided is an integrated 

HTML report that contained all the data extracted 

from physical evidence. Forensic examiner is able 

to navigate through the HTML formatted report to 

find digital evidences. The report shown on figure 

8.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 8. Andriller’s Examination Result 

 

For Belkasoft Evidence Center, the results given 

from the Examination stage are relatively similar  
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to Oxygen Forensic Suite, ie in the form of 

complete data on physical evidence and 

applications installed on the physical evidence, 

including BBM. Figure 9 shows the result of 

Examination from Belkasoft Evidence Center. 

 

 

 

 

 

 

 

 

 

 

 
Figure 9. Belkasoft Evidence Center’s Examination Result 
 

From the results of this Examination stage, an 

analysis will be conducted to find digital evidence 

related to a digital crime case. In this research will 

be sought digital evidence generated from BBM 

application. 

 

4.3 Analysis 

Analysis is a stage to look Examination result 

thoroughly to acquire digital evidences. This 

stage limits the searching process to a certain 

point that connected to certain data or application. 

At this research, the search limit is BBM. 

Analysis stage conducted by Oxygen Forensic 

Suite resulted in the form of BBM contact 

pictures that shows some young girls in an 

inappropriate pose like shown at Figure 10 (due 

to inappropriate content, part of the picture’s been 

covered).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10. Oxygen Forensic Suite’s Contact Analysis 

 

The analysis process also resulted a data 

conversation with one of the BBM contact that 

used an unusual and inappropriate language just 

like shown on Figure 11. 

 

 

 

 

 

 

 

 

 

 
Figure 11. Oxygen Forensic Suite’s Chat Analysis 

 

Based on the result above, there is an indication 

of an online prostitution transaction that 

happened. To gain more detailed data, analysis of 

the next tool is conducted. Andriller’s 

examination result did not produce any pictures or 

photos due to the software limitation but the 

conversation’s data is fully acquired. The analysis 

shows a conversation that exactly the same like 

shown on Oxygen Forensic Suite. Figure 12 

shows the conversation analysis result. 

 

 

 

 

 

 

 

 

 

 
Figure 12. Andriller’s Chat Analysis 

 

As for Belkasoft Evidence Center, due to 

software’s trial limitation, this tool is only able to 

produce a random part of the BBM data as shown 

on Figure 13.  

 

 

 

 

 

 

 

 
Figure 13. Belkasoft’s Analysis Result 
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4.4 Reporting 

The last stage on the mobile forensic investigation 

method is reporting. At this stage all the analysis’s 

result will be discussed and presented in detail 

and all artifacts related to the previously obtained 

from BBM application that showing some 

indications of a digital crime is documented. The 

report can be presented based on each tool used 

on the investigation or by overall report contained 

all result from all investigation tools. 

Oxygen Forensic Suite has the ability to create 

full reports in various formats, including PDF, the 

document format that most frequently used. Full 

Reports from Oxygen Forensic in PDF format is 

shown in Figure 14 

 

 

 

 

 

 

 

 

 

 
Figure 14. Full Report of Oxygen Forensic Suite in PDF 

 

Oxygen Forensic Suite is also able to create 

partial reports that refer to one application only, 

in this research, partial reports are made from the 

BBM application as shown in Figure 15. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 15. Oxygen Forensic Suite’s partial report (BBM) 

 

Andriller’s report generation capability is not as 

good as Oxygen Forensic Suite or Belkasoft  

 

Evidence Center. Compared to both forensic 

tools, Andriller is a lightweight forensic 

application with simple features. Reports 

generated from BBM application are just tables 

containing conversation recordings. Supported 

formats are also only in HTML and MS-Excel 

form. Figure 16 shows the report from Andriller.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 16. Andriller’s partial report (BBM) 

 

As for Belkasoft Evidence Center, the report 

generation ability is actually quite good, but due 

to the limitations of the trial version software, the 

resulting report is only 50%, and taken at random, 

as shown in Figure 17. 

 

 

 

 

 

 

 

 

 

 

 
Figure 17. Belkasoft’s partial report (BBM) 

 

These generated reports from all forensic tools 

used are expected to become a supporting 

evidence that can be used in the investigation and 

solving process of digital crime cases. The chosen  
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method and report’s presentation format 

generally based on the policies of local law 

enforcements, on the other words, local law 

enforcements might use local presentation format. 

5 CONCLUSION 

 

Based on the forensics investigation stages that 

have been discussed about BBM’s digital 

evidence analysis on Android platform, several 

things that can be concluded are: 

There are various way to get digital datas from 

BBM that installed on Android-based that 

depends on various factor also, such as type of 

vendor, smartphone screen security, transfer 

protocol used, and also BBM and Android 

version.  

Mobile Forensics is needed because mobile-based 

services are increasing and getting more users, 

with the growing popularity of mobile computing 

and mobile commerce, the need of mobile 

transactions are also getting higher and the chance 

for digital crimes occured also increased 

significantly. 

There are various forensic tools that can be used 

by forensic examiners to acquire digital data from 

physical evidences, various tools means various 

capabilities also. Some evaluations on forensic 

tools can be conducted to get an overview what 

tool that best for digital forensic investigations. 
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