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Abstract

The study'of game theory has gone on for ages. From most of the researches carried out, it is
worth saying lhat_ the application of game theory in decision making is still in a state of flux,
partly h_ccnusc of the difficulties in formulating the “rules of the game”. This paper lays
emphasis on t~he analysis of game theory with the use of a computer program designed in
Visual Basic for solving problems posed in the form of discrete games using the method of
MINMAX / MAXMIN principle.

Introduction

The mathematical theory of games was invented by John von Neumann and Oskar
Morgenstern (1994). Limitations in their mathematical framework initially made the theory
applicable only under special and limited conditions. This situation has gradually changed.
over the past six decades. as the framework was deepened and generalized. Refinements are
still being made, however, since at least the late 1970s it has been possible to say with
confidence that game theory is the most important and useful tool in the analyst's Kil
whenever she confronts situations in which one agent's rational decision-making depends on
her expectations about what one or more other agents will do, and theirs similarly depend on
cxpectations about her. Despite the fact that game theory has been rendered mathematically
and logically systematic only recently, however, game-theoretic insights can be found among
philosophers and political commentators going back to ancient times. The various alternatives
available for allocation of the resources are competitive in the sense that out of the various
choices. only one will correspond to the optimum result. Luce Raifla; (1957) write “in a game
theory problem, a decision maker has to select such strategies which will enable him to gain
as much as possible or to lose as little as possible by taking into consideration the possible

strategies of his competitors”.

Historical Development Of Optimization Theory |
The existence of optimization methods can be traced back to the days of Newton,
Lagrange and Cauchy. One of the first recorded instances of optimization theory concerns
the finding of a geometric curve of given length which will together with a straight line,
enclose thz Jargest possible area. Archimedes conjectured correctly that the optimal curve is
a semi-circle cgome of the early results are in the form of principles which attempt to
describe and explain natural phenomena.
Optimization as a tool in Decision making ’ | | |
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Discrete Game Problems: ) es form which take the form
Discrete game problems are often represented in mMAtrices 1 ;)  srminiFs
of either n x n or m x n matrix and it involves two players with selection Ol B
Definition (Saddle point) -
4 ags . . - y >
The clement aij of the pay-off matirx is called a saddle point if it is the minimum among the
ith row and maximum among the jth column elements.

Example
The saddle point could be illustrated as below:
Let us consider a game for which the pay-off matrix is as shown in figure 5.0.1

Strategies for player B

1 11
Strategies I a b a maxmin
of solution
Plaver A I1 c d
d
minimax
solution

Figure 5.0.1 The pay-off matrix
From figure 5.0.1 The saddle point element = ¢

The value of the game is equal to the saddle point
players are given by the row that contains the saddl
contains the saddle point for player B.

Definition (Mixed Strategies)

The element aij of the pay-off matrix is of mixeq . :
i.c the optimal pure strategy of the game can nog b:.l ?lrategles if the
Generalised method of solution for matrix gapme e °21y:
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Uhe expected valee of A ' B plays | through out
ax + o) = by o+ A -x)
hen
ax-Cex-=-xn+dxn=d-¢
d-¢

a-b

ard-db+)

Sunlarly,
ay+ -y =cy+ d(1-y)
a ~by-cv+dy=d-b

The value of the game is
ax +o(l-x)

ad - ac ac - ¢ch
= - a+d-(b+0) a+d - (b+¢)

ad -be
= IFa=(oFr

Applications
L. (Game problem with a saddle point)
Let us consider a 2x2 matrix game with pay-off matrix as shown in figure 5.0.2

Player C
Cl 2 -
R i Gu=1 Gi=6 i
Player R —
layer R | Gu=3 Ga=7 11
J |

Figure 5.0.2 A (2x2 matrix) discrete game where the order of play makes no ditterence.

From the above matrix. player C is maximizing. while player R is minimizing. For cach pair
of strategies let the corresponding pay-oft be P=Gij. Player C attempts (o0 maximize the pay-
off while plaver R attempts to minimize it. Player C will select the column with the largest
ninimum while R will select the row with the smallest maximum.

The optimal choices for the game of figure 5.0.2 are R; and C: with the pay-oft 6 regardiess

of ho plays first.

1. we have

maxmin Gy = 6 = mimmax Gy
G Ri Ri Cj
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Figure 5.0.3(b) illustration of the minimax solution of figure 5.0.2

Sunilarly in figure 5.0.3(b) player C must play the probability mix 1/4 of the time C  and 3/4
vl the time C; to realize maximal expected pay-off.

We then have that;
fiimimax Gijl = 8= Efmaxmin Gij]
Py P9 o
wre I is the expected pay-off, p, q the probability mixes.

snputational Results (matrix game problem with saddle point)
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w. Players’ Identily

Player | => Maximizing minimum gain

Player 2 = Minimiznmg maximim loss

Name of Player 1. [ALI

Name of Player 2 @RBA]

Upt““u"' value [lSti IE!_',JBI]. Gpl“”u"l valu 2n f Ia}‘e|

maxmin = 5 = minmasx
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Graphical solution of matrix game with mixed strategies
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Conclusion

am for the solution of game theory makes it casy to solve
form of matrixes (saddle point/mixed strategics), and this
Jts. We look forward to an enhancement of this program

Ihe design of visual basic progr
game problems formulated in the
sel the basis for comparison of rest

(0 be able (o handle an m x n matrix game problem.
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