
 Adeleke University Journal of Engineering and Technology   

[AUJET] Vol. 2, No 1, 1-11 (2019) 

aujet.adelekeuniversity.edu.ng 

 

 

1 
 

E-ISSN: 2672-

5932 

 

Wrapper Feature Selection based Heterogeneous Classifiers for 

Software Defect Prediction  
Mabayoje M. A

1
, Balogun A. O

2,*
, Bello M. S

3
, Atoyebi J. O

4
, Mojeed H. A

5
, Ekundayo A.

6
 

1,2,3,5 
Department of Computer Science, University of Ilorin, PMB 1515 Ilorin, Nigeria 

4
Department of Computer Science and Engineering, Obafemi Awolowo University, Ile-Ife, Nigeria 

6
Department of Computer Science, Federal University of Technology, Minna, Nigeria 

Corresponding Author: balogun.ao1@unilorin.edu.ng  
 
A R T I C L E  I N F O  A B S T R A C T 

Received: January/ 2019  

Revised: January / 2019 

Accepted: February / 2019 

Published: February / 2019 

 The performance of Software Defect Prediction (SDP) models depends on the 

quality of dataset used for training the models. The high dimensionality of 

software metric features has been noted as a data quality problem which 

affects the performance of SDP models. This makes it crucial to apply feature 

selection (FS) to SDP since FS can remove irrelevant and redundant software 

metric features. In this study, the effect of wrapper-based FS methods on 

classification techniques in SDP was investigated. The wrapper FS methods 

were based on different search methods; Best First Search (BFS), Genetic 

Search (GS), Greedy Stepwise Search (GSS) and Multi-Objective 

Evolutionary Search (MOES) so as to investigate their respective effect on 

classifiers in SDP. Five (5) publicly available software defect datasets were 

used. These datasets were classified by the individual classifiers which were 

carefully selected based on their characteristics hence the heterogeneity. 

Naïve Bayes (NB) was selected from Bayes category Classifier, K-Nearest 

Neighbor (KNN) was selected from Instance-Based Learner category and 

(J48) Decision Tree from Trees Function classifier. The experimental results 

clearly showed that the application of wrapper FS method to datasets before 

classification in SDP is better and should be encouraged as NB with GS based 

Wrapper Method had the best accuracy performance. It can be concluded that 

FS methods are capable of improving the performance of predictive models in 

SDP. 
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1. INTRODUCTION 

Due to the advancement and the increasing reliance on information technology (IT), the software industry have 

gained tramendous focus in keeping up with IT demands across all sectors. Therein, modern software systems 

developed are inherently sizably voluminous, intricate and withal evolve due to upgrades and modifications. These 

software systems are complex entities, composed of various interrelated modules with a varied range of defect 

occurrence possibility. Conventionally, processes such as Software Quality Assurance (SQA) and Software Testing 

(ST) are deployed during software development through the software development life cycle (SDLC) to check the 

quality and reliability level of developed software system in accordance to the specified requirements and standards 

(Fenton & Bieman, 2014). However, with the magnification of software scale and involution, SQA cost and duration 

of traditional ST are incrementing dramatically. In addressing this problem, it is important to predict defect-prone 

software modules prior to deployment of a software project in order to plan better maintenance strategy. Early 

knowledge of defect-prone software module can also help to make efficient process improvement plan within a 

justified period of time and cost. This can further lead to better software release as well as high customer satisfaction 

subsequently (Abrahamsson, Salo, Ronkainen, & Warsta, 2017). 
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A defect in a software module occurred due to incorrect programming logic or incorrect code which further 

produces wrong output and leads to a poor quality software products (Baker, Bassin, Kagan, & Smith, 2017). 

Defective software modules are also responsible for high development and maintenance cost and customer 

dissatisfaction (Agarwal & Tomar, 2014; Braude & Bernstein, 2016). Presence of defects in software module 

decreases customer satisfaction which usually leads to issues such as contract withdrawal or overhaul (Chopra, 

2018). Software Metrics such as Object Oriented Metrics, Halstead and McCabe Metrics, Procedural Metrics etc. are 

used to measure the quality of software and designate the level of software reliability. They are generally used to 

analyze the process of efficiency and quality of software product (Agarwal & Tomar, 2014; Chopra, 2018). In 

addition, software metrics are used by software engineers for  risk assessment and it is effectively utilized for defect 

prediction which helps to identify and improve the quality of software project (Fenton & Bieman, 2014). 

 

Generally, a software defect prediction (SDP) model is built using software metrics which are data collected from 

previously developed system release or similar software project (Fenton & Bieman, 2014). Upon validation of such 

a model, it is ready for predicting the fault-proneness of program modules that are currently under development. The 

goal is to achieve high software reliability and quality with effective use of the available resources. SDP can be 

regarded as a classification problem, which can divide software modules into defective modules or non-defective 

modules based on historical data and software metrics or features (Balogun, Bajeh, Orie, & Yusuf-Asaju, 2018; 

Grbac, Mausa, & Basic, 2013; Yu, Jiang, & Zhang, 2017). Software features can reflect the characteristics of 

software modules, However, some of these features may be more relevant to the class (defective or non-defective), 

but others may be redundant or irrelevant (Akintola, Balogun, Lafenwa-Balogun, & Mojeed, 2018; Jimoh, Balogun, 

Bajeh, & Ajayi, 2018).  

 

Feature selection (FS) can select high correlation features from high dimensional features. In other words, it can 

select those features that are more relevant and irredundant to the class from all features. Therefore, introducing FS 

methods into SDP will not only improve its efficiency but also improve its accuracy (Agarwal & Tomar, 2014; 

Akintola et al., 2018; Jimoh et al., 2018).  

Researchers have developed many classification models for SDP with good results (Mabayoje, Balogun, Bajeh, & 

Musa, 2018; Malhotra & Sharma, 2018; Ndenga, Ganchev, Mehat, Wabwoba, & Akdag, 2018; Tong, Liu, & Wang, 

2018).  Some studies also stated that the use of FS methods in classification process would improve the performance 

of classification model (Agarwal & Tomar, 2014; Akintola et al., 2018; Jimoh et al., 2018). Akintola et al. (2018) 

performed a comparative analysis of classifiers based on filter FS methods on SDP and their results gave credit to 

the usage of filter-based FS methods but there can still be further analysis using wrapper-based FS methods. 

Moreover, it has been proven empirically that wrapper FS methods obtain subsets with better performance than 

filter-based FS methods because the subsets are evaluated using a real modeling algorithm (Lee, Xu, Li, & Yang, 

2018; Zemmal et al., 2018). Therefore, this study seeks to investigate the effect of the wrapper-based FS methods 

with different search methods on heterogeneous classifiers in SDP.  

 

Although there are many defect predictors in the literature, there are not so many extensive benchmarking studies. 

Comparing the accuracy of the defect predictors is very important since most of the time the results of one method is 

not consistent across different datasets (Ghotra, McIntosh, & Hassan, 2015). There are a couple of reasons for this. 

First, early studies in defect prediction used only a small number of data sets. Furthermore, the performance 

indicators used across studies were different, so making a comparison was difficult. That is why; good 

benchmarking studies are always welcome to see which defect prediction methods produce results that are more 

accurate. 

 

Akintola et al. (2018) looked into the effect of filter-based FS methods on classifiers in SDP. Filter-based FS 

methods such Principal Component Analysis (PCA), Filter Subset Evaluation (FSE) and Correlation Feature 

Selection Subset Evaluation (CFS) on Classifiers such as Naïve Bayes (NB), Decision Tree(J48), Multilayer 

Perceptron (MLP) and K-Nearest Neighbor (KNN) were applied on ten NASA datasets (KC1, KC2, KC3, MC1, 
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MC2, MW1, PC1, PC2, PC3, PC4). From their results, they concluded that FS methods are capable of improving 

the performance of learning algorithms in SDP by removing the irrelevant or redundant attributes from the data 

before the classification process but in their study, they only considered filter-based FS methods, which are not the 

only form of FS. 

Ranveer and Hiray (2015) gave an overview of malware detection techniques based on static, dynamic and hybrid 

analysis of executable. A comparative assessment of features was presented and illuminated their effect on the 

performance of the system. They found that high accuracy and True Positive Rate (TPR) can be achieved by 

selecting an appropriate feature extraction method. However, they did not consider feature selection as feature 

extraction would have transformed the representation of the dataset. Thereby giving a new meaning (features) to the 

software metrics which may not be in line with the goal of SDP. 

Laradji, Alshayeb, and Ghouti (2015) investigated several FS techniques for SDP and observed that selecting a few 

quality features makes for much higher Area Under Curve (AUC) than otherwise. They also presented the efficacy 

of ensemble learning against imbalanced datasets with redundant features. Their results showed that Greedy 

Forward Selection (GFS) outperformed Correlation-based Forward Selection (CFS) substantially. However, their 

study only considered GFS and CFS for feature selection, which is not adequate to have a generalized result. 

He, Li, Liu, Chen, and Ma (2015) reported an empirical study aimed at investigating how a predictor based on a 

simplified metric set is built and used for both With-In Project Defect Prediction (WPDP) and Cross-Project Defect 

Prediction (CPDP). Their experimental results indicated that their proposed predictor built with simplified metric set 

performed well, and there were no significant differences between the proposed predictor and other benchmark 

predictors. In summary, their results showed that a simplified metric set for defect prediction is viable and practical. 

The prediction model constructed with a simplified or minimum subset of software metrics can provide satisfactory 

performance. However, the researchers only focused on filter methods of feature selection with the wrapper and 

hybrid feature selection reported to be better than the filter method. 

From the aforementioned, it is evident that several researchers have established the fact that SDP models based on 

FS methods are better and this is the basis for this study. Therefore, this study seeks to investigate the effect of the 

wrapper FS methods based on different subset search mechanisms in other to generate the best-simplified subset of 

features with the best performance results. 

 

2. METHODOLOGY 

This section presents the methodology utilized in this study. This study is aimed at investigating and evaluating the 

effect of wrapper FS methods based on different search methods on the performance of classifiers for SDP. The 

search methods used in this study are Genetic Search (GS), Greedy Stepwise Search (GSS), Best First Search (BFS), 

and Multi-objective Evolutionary Search Methods. Classifiers such as Decision Tree (J48), Naïve Bayes (NB), and 

K Nearest Neighbor (KNN) were used by the predictive process. 

 

Software Defect Datasets 
The datasets used in this study are 5 public-domain software defect datasets provided by the National Aeronautics 

Space Administration (NASA) repository. The datasets used in this study are; KC3, MC2, PC2, CM1, and MW1 

respectively.  A brief description of these datasets is provided in Table 1.  

Table 1: Software Defect Datasets 

 

Dataset 
Number of Instances Number of Attributes Language 

KC3 194 40 C++ 

MC2 124 40 C++ 

PC2 722 37 C++ 

CM1 327 37 C++ 

MW1 403 38 C 
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Performance Metrics 
There are a number of ways to evaluate the performance of a classifier model but the metrics used in this study are 

accuracy, precision, recall, and mean absolute error (MAE). The metric values were all computed using the 

statistical values of True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). This is in 

accordance with existing studies (Akintola et al., 2018; Jimoh et al., 2018; Laradji et al., 2015). 

 Accuracy: Accuracy is the percentage of correctly classified instances. 

          
     

           
 

          (1) 

 

 Precision: This is the number of classified fault-prone modules that actually are fault-prone modules.                  

           
  

     
 

          (2) 

 

 Recall: This is the number of fault-prone modules that are correctly classified. 

        
  

     
 

          (3) 

 

 Mean Absolute Error: This measure how much the predictions deviate from the true probability.       

    
 

 
        

 

   

  

         (4) 

 

Proposed Experimental Framework 

 
Figure 1. Experimental Framework 
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Figure 1 presents the experimental framework used in this study. The framework was developed based on the aim of 

this study; investigating the effect of the wrapper method based on different subset search mechanisms on SDP. As 

presented, each of the SDP datasets will be evaluated based on 10-fold cross-validation; where the dataset will be 

divided into 10 subsets with 9 subsets used for training the classifier and the remainder one subset for testing the 

model generated by the classifier. Before the training of the classifiers, the datasets will be pre-processed by 

applying selected wrapper feature selection technique based on Best First Search (BFS), Multi-Objective 

Evolutionary Search (MOES), Genetic Algorithm Search (GS) and Greedy Stepwise Search (GSS) Methods. 

Thereafter, the pre-processed datasets will be passed into each classifier based on 10-fold cross-validation and the 

generated models will be tested accordingly. Cross-validation method is used so as to avoid overfitting and in 

accordance with best practices in existing studies (Akintola et al., 2018; Jimoh et al., 2018; Laradji et al., 2015). The 

algorithms were implemented based on WEKA (Waikato Environment for Knowledge Analysis) API library. 

Default parameters of the selected classifiers were used which is in line with existing studies. The results were 

analyzed to examine the effect of the wrapper feature selection technique on classifiers in SDP. 

 

3. RESULTS AND DISCUSSION 

This section presents the average performance results of J48, KNN and NB models used over five (5) datasets for 

SDP. Each table presents the results of the learning models with and without performing wrapper feature selection. 

Table 2: Accuracy of Heterogeneous Classifiers with and without Wrapper Feature Selection 

Methods Classifiers 

Datasets 

Average 

KC3 MC2 MW1 PC2 CM1 

BFS 

J48 79.38 66.13 87.60 97.78 81.35 82.45 

NB 82.99 70.97 86.40 97.65 84.10 84.42 

KNN 77.84 63.71 88.80 97.23 79.20 81.36 

GS 

J48 79.38 66.94 88.80 96.95 80.43 82.50 

NB 81.44 72.58 86.00 97.51 86.24 84.75 

KNN 79.90 64.52 87.60 96.81 82.87 82.34 

GSS 

J48 80.41 64.52 86.80 97.78 86.24 83.15 

NB 82.99 70.16 86.00 97.78 86.54 84.70 

KNN 74.23 66.94 88.00 97.78 81.35 81.66 

MOE 

J48 77.32 70.16 87.20 97.37 81.04 82.62 

NB 79.38 67.74 88.80 97.37 85.63 83.78 

KNN 80.41 67.74 88.80 96.37 80.73 82.81 

No 

 Feature 

Selection 

J48 79.38 60.48 90.40 97.51 81.04 81.76 

NB 78.87 70.16 81.60 90.30 81.35 80.46 

KNN 77.32 60.16 88.00 95.71 81.35 80.51 

 

Table 2 presents the average accuracy results of the selected heterogeneous classifiers over 5 SDP datasets with 

and without wrapper feature selection. From the experimental results as presented in Table 2, with respect to 

accuracy, the classifiers based on wrapper methods are better than when there is no feature selection. 
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Specifically,the wrapper-based FS methods had positive effect on the performance of the classifiers. The 

performance of NB increased when used with wrapper FS methods with 5.33% (GS:84.75%), 5.27% (GSS:84.7%), 

4.9% (BFS:84.4%) and 4.13% (MOES:83.78%) increment in average accuracy values when compared with average 

accuracy value when no FS (80.46%) is used. Same positive effects were also observed in the case of J48 (0.9% 

(GS), 1.66% (GSS), 0.84% (BFS) and 1.05% (MOES)) and KNN (2.27% (GS), 1.43% (GSS), 1.08% (BFS) and 

2.86% (MOES)) when compared with when no FS is used. The aforementioned is line with results from existing 

studies that used filter feature selection methods (Akintola et al., 2018; Laradji et al., 2015; Mabayoje et al., 2018). 

NB with GS based Wrapper gave the best accuracy of 84.75%. It was also discovered that NB with GS, GSS, BFS 

and MOES based Wrapper FS performed best with the respective accuracy value (84.75%, 84.70%, 84.42%, and 

83.78%) when compared with KNN (82.34%,81.66%, 81.36%, and 82.81%) and J48(82.50%, 83.15%, 82.45% and 

82.62%) with the same set of wrapper-based FS methods. This is clear that NB classifier works well with wrapper 

methods. Other classifiers (KNN and Decision Tree) also gave good results when used with wrapper methods than 

without feature selection. 

 

 

Table 3: Precision of Heterogeneous Classifiers with and without Wrapper Feature Selection 

Methods Classifiers 

Datasets 

Average 

KC3 MC2 MW1 PC2 CM1 

BFS 

J48 0.77 0.66 0.86 0.98 0.80 0.81 

NB 0.81 0.70 0.86 0.96 0.79 0.82 

KNN 0.75 0.62 0.86 0.96 0.76 0.79 

GS 

J48 0.77 0.67 0.87 0.96 0.80 0.81 

NB 0.79 0.73 0.86 0.96 0.82 0.83 

KNN 0.77 0.63 0.86 0.96 0.81 0.81 

GSS 

J48 0.77 0.64 0.84 0.98 0.81 0.81 

NB 0.81 0.69 0.83 0.98 0.81 0.82 

KNN 0.71 0.66 0.85 0.96 0.76 0.79 

MOE 

J48 0.77 0.69 0.87 0.96 0.82 0.82 

NB 0.76 0.66 0.88 0.96 0.82 0.82 

KNN 0.76 0.66 0.87 0.96 0.76 0.80 

No 

 Feature 

Selection 

J48 0.78 0.61 0.89 0.96 0.79 0.81 

NB 0.70 0.69 0.88 0.96 0.82 0.81 

KNN 0.74 0.69 0.85 0.95 0.70 0.79 
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Table 4: Recall of Heterogeneous Classifiers with and without Wrapper Feature Selection 

Methods Classifiers 

Datasets 

Average 

KC3 MC2 MW1 PC2 CM1 

BFS 

J48 0.79 0.70 0.86 0.98 0.81 0.83 

NB 0.83 0.71 0.86 0.98 0.84 0.84 

KNN 0.78 0.64 0.89 0.97 0.79 0.81 

GS 

J48 0.79 0.67 0.89 0.97 0.80 0.83 

NB 0.81 0.73 0.86 0.98 0.86 0.85 

KNN 0.80 0.65 0.88 0.97 0.83 0.82 

GDS 

J48 0.80 0.65 0.87 0.98 0.86 0.83 

NB 0.83 0.70 0.86 0.98 0.87 0.85 

KNN 0.74 0.67 0.88 0.98 0.81 0.82 

MOE 

J48 0.77 0.70 0.87 0.97 0.81 0.83 

NB 0.79 0.68 0.89 0.97 0.86 0.84 

KNN 0.80 0.68 0.89 0.97 0.81 0.83 

No 

 Feature 

Selection 

J48 0.79 0.61 0.90 0.98 0.81 0.82 

NB 0.79 0.70 0.82 0.90 0.81 0.80 

KNN 0.77 0.70 0.88 0.90 0.80 0.81 

Tables 3 and 4 also present the average Precision and Recall results. Based on precision, just like the case of 

accuracy, the classifiers based on wrapper methods were better than when there was no feature selection. NB with 

GS based Wrapper FS method had the best average precision and recall values of 0.83 and 0.85 respectively.  This 

further strengthens the result in Table 1, which means that SDP models generated from using the heterogeneous 

classifiers with the wrapper-based FS methods are of a good fit.  

Table 5: MAE of Heterogeneous Classifiers with and without Wrapper Feature Selection 

Methods Classifiers 

Datasets 

Average 

KC3 MC2 MW1 PC2 CM1 

BFS 

J48 0.24 0.35 0.16 0.04 0.21 0.20 

NB 0.23 0.34 0.17 0.04 0.21 0.20 

KNN 0.24 0.38 0.15 0.04 0.23 0.21 

GS 

J48 0.22 0.33 0.14 0.05 0.21 0.19 

NB 0.22 0.28 0.18 0.05 0.19 0.18 

KNN 0.24 0.39 0.15 0.05 0.21 0.21 

GSS 

J48 0.24 0.39 0.17 0.04 0.22 0.21 

NB 0.23 0.36 0.19 0.04 0.22 0.21 
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KNN 0.27 0.37 0.17 0.04 0.23 0.22 

MOE 

J48 0.25 0.30 0.15 0.04 0.20 0.19 

NB 0.23 0.33 0.14 0.05 0.20 0.19 

KNN 0.24 0.39 0.15 0.04 0.22 0.21 

No 

 Feature 

Selection 

J48 0.24 0.41 0.13 0.04 0.21 0.21 

NB 0.26 0.30 0.18 0.10 0.19 0.20 

KNN 0.26 0.35 0.24 0.04 0.22 0.22 

 

Table 5 presents the Mean Absolute Error (MAE) of the heterogeneous classifiers – an error function with 0 being 

the best score. From all J48 models, with GS and MOE wrapper methods had the same performance with a 

probability score of 0.19 and KNN classifier with No Feature Selection method had the highest score (0.22). 

Similarly, for NB models, GS had the lowest score of 0.18 while GSS had the highest score of 0.21. And lastly, for 

KNN, the models of BFS, GS, and MOE had a low score of 0.21 while GSS and No Feature Selection had a high 

score of 0.22. Overall, the wrapper feature selection methods proved better than not performing feature selection. 

 

Table 6: Performance Comparison of Wrapper-Based Feature with Existing Filter Methods based on Accuracy 
Methods Classifiers Average Accuracy 

CFS (Akintola et al., 2018) 

J48 83.92 

NB 82.79 

KNN 80.79 

FilterSubEval (Akintola et al., 2018) 

J48 81.88 

NB 80.46 

KNN 79.92 

Chi Square (Kakkar & Jain, 2016) 

J48 81.94 

NB 80.46 

KNN 79.92 

Correlation (Kakkar & Jain, 2016) 

J48 81.86 

NB 80.46 

KNN 80.02 

BFS Based Wrapper 

J48 82.45 

NB 84.42 

KNN 81.36 

GS Based Wrapper 

J48 82.50 

NB 84.75 

KNN 82.34 
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GSS Based Wrapper 

J48 83.15 

NB 84.70 

KNN 81.66 

MOE Based Wrapper 

J48 82.62 

NB 83.78 

KNN 82.81 

No Feature Selection 

J48 81.76 

NB 80.46 

KNN 80.51 

 

Further analyses and comparisons were made on the experimental results by comparing the performance of the 

wrapper-based FS methods with FS methods used in existing SDP studies. As presented in Table 6, existing FS 

methods from recent studies were reproduced in the context of this study. This is to have same environment and 

allow better comparison and inference. As shown in Table 6, the average accuracy of the respective models were 

compared and analyzed. NB with (GS, GSS, and BFS) search based wrapper methods recorded the best performance 

when compared with (CFS and FilterSubEval) (Akintola et al., 2018) and (Chi Square (CS) and Correlation Filter) 

(Kakkar & Jain, 2016). The performance of NB in this context can be traced to its high-performance stability in SDP 

(Yu et al., 2017). Specifically, NB with GS based wrapper FS method had the best average accuracy value (84.75%) 

as compared with J48 based on CFS filter FS method (83.92%) which was the best average accuracy result from 

existing studies. In arguably, all models based on FS methods (Filter and Wrapper) are better than models with no 

FS methods. Although, filter-based models outperformed wrapper-based models in some cases. However, prediction 

models based on wrapper methods are still better than prediction models based on filter methods.  

Table 7: Variation in Performance Comparison of Wrapper-Based FS and Existing Filter Methods with NO FS 

methods based on Accuracy 

Methods Classifiers 
Feature Selection  

(Average Accuracy) 

NO Feature Selection 

(Average Accuracy)  

Variation 

(%) 

CFS (Akintola et al., 2018) 

J48 83.92 81.76 2.64 

NB 82.79 80.46 2.90 

KNN 80.79 80.51 0.35 

FilterSubEval (Akintola et al., 2018) 

J48 81.88 81.76 0.15 

NB 80.46 80.46 0.00 

KNN 79.92 80.51 -0.73 

Chi Square (Kakkar & Jain, 2016) 

J48 81.94 81.76 0.22 

NB 80.46 80.46 0.00 

KNN 79.92 80.51 -0.73 

Correlation (Kakkar & Jain, 2016) 

J48 81.86 81.76 0.12 

NB 80.46 80.46 0.00 

KNN 80.02 80.51 -0.61 
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BFS Based Wrapper 

J48 82.45 81.76 0.84 

NB 84.42 80.46 4.92 

KNN 81.36 80.51 1.06 

GS Based Wrapper 

J48 82.50 81.76 0.91 

NB 84.75 80.46 5.33 

KNN 82.34 80.51 2.27 

GSS Based Wrapper 

J48 83.15 81.76 1.70 

NB 84.70 80.46 5.27 

KNN 81.66 80.51 1.43 

MOE Based Wrapper 

J48 82.62 81.76 1.05 

NB 83.78 80.46 4.13 

KNN 82.81 80.51 2.86 

 

 

Table 7 shows the variation in the performance comparison of models based on wrapper FS methods and Existing 

Filter FS methods with models with no FS methods. This is to show and quantify the effect of the FS methods on 

classifiers in SDP. Wrapper-based FS methods in this study are significantly better than the filter-based FS methods 

from existing studies as the variation (increment) in average accuracy value of the wrapper methods are better and 

higher than the filter-based FS methods. With the highest or positive impact from NB based on GS Wrapper FS 

method (+5.33%) and the lowest or negative impact from KNN with CFS and KNN with CS (-0.73%).   

 

4. CONCLUSION 

Though some studies have depicted that the use of feature selection is often more accurate than without using 

feature selection for classifiers in SDP. Variations exist in the efficiency of classification algorithms that may vary 

using different performance measures and under different circumstances. Therefore, more researches are needed to 

improve our understanding of the effect of feature selection on the performance of classifiers in SDP. This study 

investigated the effect of wrapper methods based on different search methods on heterogeneous classifiers in SDP. 

The experimental results revealed that Naïve Bayes and Genetic Search Based Wrapper Feature Selection method 

produced the best predictive result with respect to Accuracy, Precision, Recall and Mean Absolute Error. 

The findings from this study can be summarized in the following points: 

1. Feature selection method can improve classification performance results for SDP. 

2. Genetic Search based Wrapper Method can improve classification results and provide relatively stable 

outcomes when compared with other wrapper methods. 

3. For single classifiers, Naïve Bayes based on Wrapper Feature Selection Method performed best as it 

outperforms Decision Tree and kNN. 

 

References 

Abrahamsson, P., Salo, O., Ronkainen, J., & Warsta, J. (2017). Agile software development methods: Review and 

analysis. arXiv preprint arXiv:1709.08439.  

Agarwal, S., & Tomar, D. (2014). Prediction of software defects using twin support vector machine. Paper presented 

at the Information Systems and Computer Networks (ISCON), 2014 International Conference on. 



 Adeleke University Journal of Engineering and Technology   

[AUJET] Vol. 2, No 1, 1-11 (2019) 

aujet.adelekeuniversity.edu.ng 

 

 

11 
 

E-ISSN: 2672-

5932 

 

Akintola, A. G., Balogun, A. O., Lafenwa-Balogun, F. B., & Mojeed, H. A. (2018). Comparative Analysis of 

Selected Heterogeneous Classifiers for Software Defects Prediction Using Filter-Based Feature Selection 

Methods. FUOYE Journal of Engineering and Technology, 3(1), 134-137.  

Baker, I. E., Bassin, K. A., Kagan, S., & Smith, S. E. (2017). System and method to classify automated code 

inspection services defect output for defect analysis: Google Patents. 

Balogun, A. O., Bajeh, A. O., Orie, V. A., & Yusuf-Asaju, A. W. (2018). Software Defect Prediction Using 

Ensemble Learning: An ANP Based Evaluation Method. FUOYE Journal of Engineering and Technology, 

3(2), 50-55.  

Braude, E. J., & Bernstein, M. E. (2016). Software engineering: modern approaches: Waveland Press. 

Chopra, R. (2018). Software Quality Assurance: A Self-Teaching Introduction: Stylus Publishing, LLC. 

Fenton, N., & Bieman, J. (2014). Software metrics: a rigorous and practical approach: CRC press. 

Ghotra, B., McIntosh, S., & Hassan, A. E. (2015). Revisiting the impact of classification techniques on the 

performance of defect prediction models. Paper presented at the Proceedings of the 37th International 

Conference on Software Engineering-Volume 1. 

Grbac, T. G., Mausa, G., & Basic, B. D. (2013). Stability of Software Defect Prediction in Relation to Levels of Data 

Imbalance. Paper presented at the SQAMIA. 

He, P., Li, B., Liu, X., Chen, J., & Ma, Y. (2015). An empirical study on software defect prediction with a simplified 

metric set. Information and Software Technology, 59(C), 170-190.  

Jimoh, R., Balogun, A., Bajeh, A., & Ajayi, S. (2018). A PROMETHEE based evaluation of software defect 

predictors. Journal of Computer Science and Its Application, 25(1), 106-119.  

Kakkar, M., & Jain, S. (2016). Feature selection in software defect prediction: a comparative study. Paper presented 

at the Cloud System and Big Data Engineering (Confluence), 2016 6th International Conference. 

Laradji, I. H., Alshayeb, M., & Ghouti, L. (2015). Software defect prediction using ensemble learning on selected 

features. Information and Software Technology, 58, 388-402.  

Lee, S.-J., Xu, Z., Li, T., & Yang, Y. (2018). A novel bagging C4. 5 algorithm based on wrapper feature selection 

for supporting wise clinical decision making. Journal of biomedical informatics, 78(C), 144-155.  

Mabayoje, M. A., Balogun, A. O., Bajeh, A. O., & Musa, B. A. (2018). Software defect prediction: Effect of feature 

selection and ensemble methods. FUW Trends in Science & Technology Journal, 2(1), 518-522.  

Malhotra, R., & Sharma, A. (2018). Analyzing Machine Learning Techniques for Fault Prediction Using Web 

Applications. Journal of Information Processing Systems, 14(3), 751 -770.  

Ndenga, M. K., Ganchev, I., Mehat, J., Wabwoba, F., & Akdag, H. (2018). Performance and cost-effectiveness of 

change burst metrics in predicting software faults. Knowledge and Information Systems, 1-28. 

doi:doi.org/10.1007/s10115-018-1241-7 

Ranveer, S., & Hiray, S. (2015). Comparative analysis of feature extraction methods of malware detection. 

International Journal of Computer Applications, 120(5).  

Tong, H., Liu, B., & Wang, S. (2018). Software defect prediction using stacked denoising autoencoders and two-

stage ensemble learning. Information and Software Technology, 96, 94-111.  

Yu, Q., Jiang, S., & Zhang, Y. (2017). The performance stability of defect prediction models with class imbalance: 

an empirical study. IEICE TRANSACTIONS on Information and Systems, 100(2), 265-272.  

Zemmal, N., Azizi, N., Sellami, M., Zenakhra, D., Cheriguene, S., Dey, N., & Ashour, A. S. (2018). Robust feature 

selection algorithm based on transductive SVM wrapper and genetic algorithm: application on computer-

aided glaucoma classification. International Journal of Intelligent Systems Technologies and Applications, 

17(3), 310-346. 

 


