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ABSTRACT
Real vvorld problems are described by non-linear and chaotic processes, which makes
them hard to model and predict. The oim of this paper is to determine the structure and
*-eights of a time series model using genetic algorithm (GA). The paperfirst describes
the traditionol procedure oJ'estimating time series models, which ore commonly used in
financial forecasting. These traditional estimation methods may not be adequate
enough to capture stochastic nature oJ'the financial due to its complexity. This article
gives a brie/' backgrctund of Genetic algorithm methotl and its estimation procedure.
This approoch wcts lnter applied to model the Ncrira exchange rates against other
currencies and it yielded a mean square error of 0.0058, 0.00799, 0.03711, 1.212 and
0.1108 for U.S clollars, British Pound, Jopanese Yen, CFA Jranc and Swiss franc
respective ly.
Keywonls: Genetic algorithm, Mean square error, Vuristion criterion, Exchange rste

INTRODUCTION
The increasing awareness in the f inancial  industr ies (both pr ivate and regulators) of  the consequences of
extreme r isks ( the possibi l i ty of  losing large amount of money) in tradable port fbl ios has cal led foreffect ive
r isk management systems to be put in place for f inancial  inst i tut ions, such as banks and investment f i rms. A
predict ive model can be used to quant i fy such r isk ahead of t ime and est imate i ts market worth as essent ial
management al ternat ives used for internal or external requirements paral lel  rv i th other models.  QLri te natural .
t rend analysis rnay be def lned as the analysis of changes in a given i tem/variable or sets of i tems/variabies of
information regarding a system over a period of t ime. SLrch i tems could be environmental ,  sociological  and
economical data. e.g. exchange rates, investment,  hydrological  data which deals with t ime series data. These
typical l l '  consist  of  t inre resolved observat ions ref lect ing a system's response to some (usual ly unknown or
not quant i f ied) exterrral  dr iv ing force(s).  A t ime series can be def ined as any kind of ( t imely) ordered data
ser  ies :
. ' .  = . r :  i j . : - .  , .  , :  w i t h t > O  ( l )
An analysis of such t i rne ser ies is cornrnonly carr ied out with the purpose of i )  i ts descr ipt ion, i i )  i ts
rnodel l ing and i i i )  a prognosis of the f i r ture evolut ion of the t ime series ISchl ingen & Strei tberg 1984].  A
central  idea of i )  is a rceression ( l inear or non-l inear) analysis in a least squares sense. A typical  appl icat ion
involves the t i tne ser ies decomposit ion into a trend ( long-term development of ser ies),  a cycl ica[(referr ing to
regular,  for instance, seasonal f luctuat ions of knolvn period) and an irregular residual component.  These
forms of regression models, however,  require a number of prerequisi tes (e.g. independency of the individual
components) which may be cal led unreal ist ic rvhen deal ing with natural  t ime series [e.g. Schl ingen &
Strei tberg 1981].  Therefore. t ime series model l ing ( i i )  usual ly comprises the formulat ion and f i t t ing of
stochast ic models.  The prognosis ( i i i ) ,  i .e.  the forecast ing of future values of the t ime series from i ts histor ic
data record. then essent ial i -"-  requires the val idi ty of the f ined (stochast ic) model.  As t ime series are observed
for a var iety of di f fbrent rar iables rnanl 'di t ferent scient i f ic discipl ines have been concerned with their  study,
e.g. economics. meteorologv. sociology. The methods appl ied to t ime series are therefore manifold and this
paper can onl l '  cov'er a select iorr  of  them comprising least-squares regression and FoLrr ier analysis as
standard rnethods. as wel l  as autore-qressive integrated mol ' ing average models (ARIN4A), and genet ic
algori thm on the rnore advanced side. Furthermore. a main focus of this paper (as mentioned in the t i t le) are
genet ic algor i thms approach to t ime series model and i t  descr ibes the 

"vorking 
pr inciple and implement the

method on naira excharrge rate to other currencies.
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METHODS
Time series analysis metlrods can ei ther be appl ied to the t ime domain (e.g. regression. ARIMA niodels) or

to the frequencv dontain (e.g. Fcurier anal l  s is and extensions).  Most of the rnethods are introduced bl

assurning a single" i .e.  univar iate t i l l le ser ies. Hou'ever.  the general izat ion of the ntethods to several .  i .e.

ntul t i r ,ar iate t ime series usual l l "holds. In the fol lou' inq u'e begin u' i th tu 'o standard analysis methods, u 'hich

offer i r rportant concepts. Horvever.  the presert tat ion of these methods is intent ional ly br ief .  as our nlain

focus l ies on the tnore advanced rnethods of the later sect ions'

LEAST SQUARES REGRESSION
Least squares regression requires the f i t f ing of a model curve to the t i rne ser ies data. In this deterrninist ic

approach. one has to decide beforchand. u'hich fut tct iort  c lass (e.g. l inear.  pol l 'nomial .  logari thrnic) fo(t)  to

apply (rvhere a A and A represents a set of  possible values forthe funct ion class' free parameters).  In the

univar iate or one-dimensional case (simple curve-f i t t ing),  a decision for the funct ion class can be made by

visual inspect ion of a t inre-value plot.  The funct ion parameters a are found by rnininr iz ing some form of

squared re_siduals.  the typical  di f fererrce or error measure being the t t lean squared error (MSE):

" t : - * T " ,  .  :
t , r _ ]  :  _  , { . r  

-  
j  . ,  .  _ i

, _..-

rv lrere r  
' :  ' l  

is t f te observed t ime series value at t inre : .  i  and , ' . , :  is the cornputed funct ion value for t i rne

:  r f o r a f i x e d a . A c c o r d i n g l o e . g . G o f l r l a n [ 9 8 1 ] . s t r e i t b e r g & S c h l i t t g e n [ 1 9 8 4 ]  a l e a s t s q u a r e f i t i s a l s o a

canorr ical  nrethod to de-trend t i rre ser ies for further anal l 's is sucl t  as ARMA rnodels. .  Future predict iot ls

could also be made using the fornrt t la of the f i t ted curve.

FOURIER ANALYSIS
A standard nrethod for arral l ,z ing t ime series rvi th respect to periodici ty and seasonal i ty is a Fourier analysis.

Here, the (discretely sampled) time series is transformed from the tirne domain into the frequency or spectral

domain, where perfect ly sinusoidal osci l lat ions correspond to a single frequency peak. Using the Euler

representat ion of cot lplex nul l rbers e' j  = cor( 'd) -  ;s:n;rd, a corrvenient form of a Fourier t ransform of

frequerrcy n is (after Gofirlan [ 981]):

s-
t  =  \  , - 1 " '  ,  1 : ll -  

-  
/  

'

I-/

(3)
From this Fourier-transform the periodogram can be cor-nputed by

From the periodograrn one cal'l easily detect the key frequencies of seasonalities and remove thern from the

t ime series by bui lding t l re inverse Fourier t ransfonn rvi thout the corresponding frequency peaks. Horvever,

there are clear l i rni ts of this approach u,hen appl ied to natural t ime series, e.g. Jenkin & Watts (1968).  Hsieh

t2004]) suggested that the trend should be removed prior to the analysis and Fourier analysis scatters the

energy of non-sinusoidal signals into its higher harmonics, such that a signal reconstruction becomes

complicated. i.e. the number of frequency peaks needed to capture the characteristic features of the time

series is not significantly lorver than the nunrber of data describing it in the time dornain. Nevertheless, a

Fourier analysis may stil l serve as tool pointing the direction of further analyses. According to some authors
(Goftman., l98l; Schlittgen & Streitberg., 1984; and Kantz, & Schreiber., 1997), some characteristic

features of the periodogram mav be indicative of the underlying system dynamics (for detailsee M. Strickert
(2003):

GENETIC ALGORITHM (GA)
Cenetic algorithnrs are stochastic algorithrns whose search methods are based on the mechanics of natural

select ion and natural  genet ics. John Hol land (1975) or iginal ly developed them. The aim of Hol land's work

was to develop a theory of adaptive systems that retain the mechanisrns of natural systems. The features of

natural systems of self-repair, self-guidance and reproduction intrigued early researchers in this field to be

applied in problem solving. Problem solving can be thought of as a search through a space of potential

solutions. The desired olltput of such a search is the best solution. Thus, this task can be viewed as an
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optimization process. Traditional optimization methods such as hill climbing have been used in many.

applications but they require the existence of the derivative of an objective function and continuity over its

domain. Random search optimization schemes have also been used, but they lack efficiency. These

conventional optimization schemes are not robust for a broad field of problems. Genetic algorithms try- to

overcome the problem of robustness by being a directed search process using random choice as a tool.

BASIC CONCEPT
In a genet ic algor i thm. the f i rst  step is to def ine and code the problem to be solved. A t ,vpical  s ingle-var iable

opt imizat ion problem can be out l ined as
. ' o ie . r : r : i : f ,  g l . r1  =  r "  i . l

i ' c , * :c , l j s  5o . - : :e :  r . : : r ^  ! . t '  i  r * " : :

The problem is defined with the use of an objective function that indicates the fitness of any potential

solut ion, and for the above problem is t : .  The decision var iables are coded as a f in i te length str ing cal led

chromosome,
, . i  =  c t c : - : c . . - : c t - :  . . .  . . , : .  1 5 j

, where h is the string length . The alphabet of a coding defines the possible values of the bit or gene:i, i.e. in

a binary coding the alphabet is {0, /}. For example, if four-bit binary strings are used to code the variable x,

the str ing (0 0 0 0) is decoded to the valu€r-," ,  the str ing (1 I  I  / )  is decoded to the value

r*-, ,  and any other str ing is decoded to a value in the range (, t - . - . r- : . . .1 ,  uniquely '

ln natural terminology, the values of the alphabet are called alleles and the position of the gene,

indicated by i ,  is cal led locLts.The choice of the str ing length /  and the alphabet determine the accuracy of

the solut ion and the computat ion t ime required to solve the problem, Deb (1996).  The pr inciple of minimal

alphabets defines that the smallest alphabet that permits a natural expression of the problem should be

se lected.
Genetic Algori thms begin with a populat ion of chromosomes created randomly. Fol lowing, the ini t ia l

population is evaluated. 
-lhree 

main operators -reproduction, crossover and mutation- are used to evolve the

ini t ia l  populat ion towarcis bctter solut ions. The populat ion is evaluated, and i f  the terrninat ion cr i ter ia are not

met, the three main operators are applied again. One cycle of these operators and the evaluation procedure is

known as a generation in GA terminology. More details about genetic schemes can be found in (Back.,

1996;  Chen and Smi th . ,  1999;  Co l ie t .a l . ,  1996;  Go ld t 'e rg . ,  1989;  Mi tche l l . ,  1999;  and Micha lewicz . ,1996) .

The GA procedure is encoded as fol lows:
Start
Choose a coding to represent var iables;
Ini t ia l ize the populat ion;
Evaluate the poptr lat ion;
Repeat
Reproduct ion:
Crossover,
Mutat ion:
Evaluate the popLrlat ionl
Unt i l  te rmina t ion  c r i te r ia :
End.

ESTIMATION PROCEDURE BASED ON GMGH
The method used to solve the t ime series predict ion problem is based on the Group Method of Data

Handl ing (CMDH) method proposed bl ,Farlow (1984)) and was modif ied by lvakhnenko(1994).  The

upprou.f i  produces mathematical  models of complex systems by handl ing data samples of observat ion. I t  is

baied on the sort ing --olr t  procedure. which chooses a set of  models-candidates, in accordance with given

external cr i ter ia on a separate part  of  data samples. Thus, GN{DH algori thms solve the argument

i  
-  -  J  

, . . = , i ' - "  
:

where r j  is the set of  candidate models and, i , {  :  i  is an externalcr i ter ion of model qual i ty.

Most GMDH algori thms are polvnomial ref-erence funct ions which form the set of  candidate models '  Al l

possible combini t ions of pairs of the independent var iables are formed to determine the parameters of the

i i rnct ion used to evalr-rate the output of each node. The f i rnct ion used to evaluate the output of a node

employed Ko lmogorov-Gabor  theorem can show tha t  any  func t ion ,  ' '=  a i ;  )  can  be  represented
. , -  =  c c  -  I ,  a , . ,  -  I ,  I  , t ,  . i , . r - .  -  I ,  1 , , ! , ,  c , . . t , ] i , . t ; 1 "  -  " '  ( 6 )
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. rv5ere r  is the independent var iable in the input var iable \ iector i  and :  is the coeff ic ient vector.  GMDH

algorithms are then used 1o determine the coefficients and tenns of the reference functions used to partially

deicr ibed s),srem. GMDH algori thnrs are mult i - layered. and at each la1'erthe panial  descr ipt ion is obtained

arrd i t  is convel,ed to the next layers to gradual ly obtain t l ie f inal  model of  the complex system.

Combinaror ial  GMDI- l  algor i thrn (CON4BI) is the sir lp lest of  GN'IDH algori thrns rvhich can be emplol 'ed to

est imate the coeff ic ient of  the models. First  r  obsen,at ions of regressions -  t t 'pe data are taken. These

obsen,at ions are divided into sets:  t raining set and the val idat ing set.  The training set col ls ists of m

observat ions. u,hi le the val idat ion in made of n-m observat ions. As in or iginal  GMDH concept.  COMBI

algorit6rn is multi-la1,ered; at each lal,er. it obtains a candidate niodel of the system and once the models of

.r- .h 1u1,. ,  are obtai led. the best one is chosen to be the output rnodel.  The f i rst  la1'er is obtained by using the

infoi"rnat ion contalr ' led in ever,v colunrn of the training sample of observat iot ts.  The candidate models for the

first laver have the form

] '  :  t o  -  & : L '  :  =  1 ' 1  " "  " , 5 l i , l

To obtain the yalues of fhe coeff ic ients , . .  and r, .  for each of the : '  rnodels.  a systetn of Gauss nortnal

equat ions is solyed. ln the case of the f i rst  layer.  the systen of Gauss nort lal  equat ion for the ' ' '  nrodel $ ' i l l

be

':

,

. ,= :

\ - '

r = l

.u 'here ,r  is the uunrber of observat ions in training set.
After all possible models front this layer have been fonned. the one rvith the rninimum regularity

crirerion lR(s) [63] is chosen. The regularity criterion is defined by the formula

i s .
. - . i i : , = -  )  ' , ' - r ' -  ' , 9 '

" ,3_-
rvhere rn is the nurnber of obserl,ations in the validation set, n is the total nuntber of observations, i ' is the

est imated output value and s is the rnodel rvhose f i tness is evaluated.

A small nunrber of variables that give the best results in the first la1'er, are allowed to form second laYer

candidate nrodels of t l te fonn
' , ' = ; - * g , r .  - : - r  : , : = 1 l . . . . . . . . , . . :  : ] C

Models of the second layer are evaluated for cornpl iance with the cr i ter ion, and again the var iables that give

best results will proceed to form third layer candidate models. This procedure is carried out as long as the

criterion decreases in value. and candidate models at thepth layer will have the form

) '  =  O o  :  f I : , 1 ' .  -  C : . t . .  . . . . -  Q ; . T ; , i , j ,  I  :  1 , 2 , , ' .  ^ . , . ' - . p

After the best models,of each tayer have been selected, the output model is selected by the discriminating

criterion termed us t. A possible discrirninating criterion is the variation criterion RR(s) proposed by

Belogurov V. P. (1990) def ined as

-  5 1  . i  
-  t

::.:{r.: ' = =:---=:-:
)  = .  i ' -  ' . "  ( l  l )

, where i i, ,fr" mean output value and s is tlre model whose fitness is evaluated. The model with the

minimum value of the var iat ion cr i ter ion RR(s) is selected as the output model.  Other discr iminat ing cr i ter ia

can be used that make a
compromise between the accuracy and complexi ty of a model.

MEASURING PREDICTION ACCURACY
Mean Square Error (MSE) & Root Mean Square Error (RMSE)

The mean square error measures the prediction accuracy. It averages the sizes of prediction errors avoiding

the cancelling of positive and negative terms. The MSE, instead of using the absolute value of the prediction
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errors, uses their  square Ialue. T'e ad'antage of using the s.quare value of 
l " :  11:O'"t 'o l . ' -  

t "o" is that i t

s ives more r, , ,eis,ht to large predict ion errors. The fonlula forthe l lean square error ls

r., ':
r : =  -

the equat ion
i.',Ii i! = '. i i::5 ( 13 )

(12 )

.  u 'here,\r  is the nutrrber of records in the data set

The MSE is rneasured in 1he squares of the units of t rre or iginal  ser ies. u 'hich nrakes i t  harder to be

interpreted. For this reason. the root mean square error can some-tinres be evah'rated- that is si'en sirnpl' b)

and is measured in the same units as t l re or iginal  t i rne ser ies'

1.2 Mean Absolute Percent E'rror (N' IAPE) -  . . -^.-^-+ ' r-r . i .  ,
Trre rrean absorute percent error (N4ApE) is a unit- f ree e'aluat ion rneasurerne' t .  This al lou's the compa'son

of the accuracy of the sar.ne or di f ferent rnodels o'  di f ferent t inre ser ies. I t  is evaluated b1- expressing each

oredict io '  error as a percentage according to actual 'a lue of the t i*e ser ies according to the fo.nula [20] '

Furnrn.t  N. R'  and Stanton L'  \ \ / '  ( (1989)

The resurts obtained with coMBI method are shown above for u.S dollars, British pound, Japanese Yen,

cFA franc and Swiss franc respectivery. It should be noted that the models obtained by coMBI algorithm

do

(  l 4 )

,  where , \ /  is the nunrber of records in the data set '

APPLICATION TO NAIRA EXCHANGE RATES

The data set used to test the metrrod ,"u, obtuin.d from CBN statistical builetin of 2006, is the exchange

rates for the U.S dollar, British pound, , the Japanese Yen' the CFA franc and the Swiss franc against the

Nigerian Naira. The data used are the yearly Autonomous Foreig' Exclrange Market (AFEM) observed

exchange rates for al l  the above mentioned.rrrenci .s from the 31" of December 1995 to the 31" of

December 2006. I'he data rvere again nornralised io take vaiues f'om zero io one. bcfore thei"'vere 
"lsed 

as

inputsto the polyrromiar neurar networks. ii.-pr"ai.,ions of the excrrange rates were based on the lastthree

uul.s in the ser ies'  Thus, the output pattern is

r r . i . l  = . f , . - r l :  -  I , r . . :  -  - r ' r  i  -  l j

The coMBI algori thm converged to networks with only on layer '  to rnodel the exchange rates of al l  the

currencies against Nigerian Naira. The models for the exchange iates of each currency are given below'

U.S dol lar agair tst  Nigerian Naira
. , . :  C . 1 7 1  - ' 1 , 9 ; i , , .  -  0 . : i c r ' -  - ' 0 3 1 i  *  0 ' 3 t r ;

MSE= 0 .0058 ,  R-Sq :99 '6%

British pound agairrst Nigerian Naira
. , -  -  -0 '1S3 -  0 .93911-  C '37 t : :  -  0 "3 i2 - r ' ' r '  '  0 'C '1786" t i

MSE= 0.00799, R-Sq = 99.3%

Japanese Yen against Nigerian Naira - - -
r ' =  C . 1 4 9 3  : 0 . S 9 { r :  -  A . f : e e  r ,  -  t l ' { ' i 1 l x ;  -  C ' C o t + ; r ;

MSE = 0 .03744,  R-Sq:  96 '6%

CFA franc agairrst Nigerian Naira
' . '  =  -0 .911,  -  ; , : ; . t ,  -  l ' - l c ' "  ,  -  i ' 3 '  - :  r : :  -  i ' l ' l . r i

M S E = 1 . 2 1 2 ,  R - S q :  6 9 . 7 %

- 5,01.r;
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used past variables r. and r', except for the British pound exchange rates. The mean square error and its
associated coefficient of determination (R") were presented under the model. The model for U.S dollar
exchange rate against Naira is the best which explained about 99.6Y0 of the variation and CFA franc
exchange rate is the worst, as explains 69.7 % of the variation.

CONCLUSION
The result  obtained is very encouraging and showed the appl icabi l i ty and suitabi l i ty of  the genet ic algor i thm
for Time series predict ion.
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