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Abstract
This study compares numerically two iterative methods for solving 
systems of linear algebraic equations: the Symmetric Accelerated 
Overrelaxation technique and the Symmetric Successive 
Overrelaxation method. Four numerical problems are applied to 
analyze and compare the convergence speeds of the two approaches. 
On the basis of performance metrics including spectral radius, 
convergence time, accuracy, and number of iterations required to 
converge, the numerical results demonstrate that the Symmetric 
Accelerated Overrelaxation approach needed less computing time, a 
smaller spectral radius, and fewer iterations than the Symmetric 
Successive Overrelaxation approach. This demonstrates that the 
Symmetric Accelerated Overrelaxation is superior to the Symmetric 
Successive Overrelaxation. Researchers and numerical analysts can 
benefit from the findings of this study; it will help them comprehend 
iteration techniques and adopt an appropriate or more efficient 
iterative strategy for solving systems of linear algebraic equations.
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1.Introduction
Linear algebraic equations are notoriously difficult to solve using 
only direct methods. Controlling the accumulation of rounding errors 
is a problem with the Gauss elimination approach. For this reason, 
many researchers have turned to  indirect methods to investigate the 
solutions of linear equations, such as Young (2014), Audu (2022), 
Assefa and Teklehaymanot (2021), Tesfaye et al. (2020), 
Mohammed and Rivaie (2017), Vatti et al. (2018), Audu et al. 
(2021a), Vatti et al. (2020), Zhang et al. (2020) and Audu et al. 
(2021b). Models of linear algebraic equations can be found in a wide 
variety of contexts, including physical situations and numerical 
solutions to other mathematical models. There are numerous 
examples of these applications in all fields of physical, biological, 
and social science. Nonlinear equations, partial differential 
equations, and optimization problems all use linear systems. Solving 
square linear systems is the most common challenge. Finding 
solutions of the system of linear algebraic equations designated as:
                                                                               (1)

where  is a square nonsingular matrix possessing a solution A

which is unique in the form

                                                                               (2)

Suppose  possess diagonals that are non-vanishing, then one can A

split  A  into                                                              (3)

where  is the diagonal,  is the strict lower and T is strict upper D S
section of . Decomposing the matrix A in the formA

               (4)

And inserting               into          ,  gives the following expressions: 
                                                                                  (5)
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where  is the matrix of iteration and   is column vector 1ZGH-= 1qGb-=

of the iteration scheme. By applying   1DLU-A=111,T,LDSUDqDb---===

and  . 1DD-I=
In order to find a solution to the system of linear algebraic equations 
that has the form (1), the symmetric successive overrelaxation 
method (SSOM) and symmetric accelerated overrelaxation method 
(SAOM) are utilized for a nonsingular matrix with n rows and n 
columns. 
Many scientists and engineers have explored the SSOM and SAOM 
techniques to finding numerical solutions in relation to systems of 
linear equations in different application problems. Darvishi and 
Hessari (2011) established a modification of the SSOM in solving 
augmented linear systems after examining the convergence criteria of 
the method. The scheme utilizes two parameters that enable rapid 
convergence. Salkuyeh et al. (2012) introduced an improved SSOM 
and studied its convergence properties and noticed that the method 
converges faster than the established modified symmetric successive 
overrelaxation method (MSSOM). 
Darvishi et al. (2011) proposed the symmetric modified AOM 
technique for solution of system of linear equations, through the 
numerical tests carried out, it was shown that the method has a faster 
rate of convergence when compared with AOM and modified AOM 
schemes. Noor et al. (2013) proposed and analyzed the symmetric 
acceleration super-relaxation method for solving absolute 
complementarity problems, when A in L matrix, the method's 
convergence is proven. 
Turek (2019) investigated the SSOM preconditioner for rapid 
computational performance in providing solutions to models of fluid 
dynamics. The investigation indicates that the SSOM can serve as an 
appropriate fallback preconditioner for the computationally sensitive 
but rapidly incomplete lower–upper factorization. Other authors like 
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Huang et al. (2019) and Tan (2017) employed the SSOM 

preconditioner to solve non-Hermitian matrices and symmetric 

complex linear systems. Huang (2017) proposed a four parameters 

symmetric Successive Overrelaxation technique for problems 

related to augmented systems. Deng (2020) developed a massive 

detection technique based on the SSOM approach for finding 

solutions to applied problems. Saudi and Dahalan (2022) combined 

the modified and skewed accelerated method to proffer solutions to 

two dimensional Poisson equations
 When solving linear algebraic equations, it is possible to obtain the 
root system's values to the specified accuracy as an upper bound on 
the sequence of some vectors. An iteration is the process of putting 
together a sequence like this one. There are two iterative approaches 
studied in this research that differs from the direct approach, which 
attempts to calculate an exact solution in a finite number of 
operations, in that it starts with an initial estimate and produces 
successive enhanced estimations in an unbounded sequence whose 
limit is the exact answer. Since rounding errors are more likely to 
occur in a direct solution, this has the advantage in practice. The 
following are detailed descriptions of the various methods' 
procedures:

2.0 Methodology
2.1 Analysis of Symmetric Successive Overrelaxation Method 

(SSOM)
The Symmetric Successive Overrelaxation method was introduced 
by Young (2014) as two half iterations. The initial half is the usual or 
forward SOM scheme, while the second half is the SOM scheme with 
the equations used in backward order. The SSOM iteration scheme is 
represented by the following equations
to equation (3), we obtain 
        (6) ( )

11r rf X f L qw w w
-+ = + I -
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where                                                       and explicitly as: 

                                                                                         (7)

The symmetric SOM is constructed by firstly obtaining       of the 
forward SOM as; 
           (8)

And computing the second part       from      with respect to backward 
SOM as
       (9)

Which is further simplified to obtain the following equations in (10)

        (10) 

 
By inserting       from (8) into (9) gives the symmetric SOM scheme 
in the format
        (11)

where              and.                                 For the fact that the forward 
and backward SOM iteration schemes are simplified to get

        (12)

Then after some algebraic manipulation on the product of       , we get
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As such, the symmetric SOM iteration matrix obtained from (13) is 

represented as                                                                 . It is 

possible to obtain a preconditioner from the SAOM iteration matrix, 

which takes the format. This preconditioner can be utilized to 

accelerate some stationary and non-stationary iterative schemes                  
                            . The vector component corresponding to the 
SSOM iteration matrix is given as                                 . The scheme 
is said to be convergent if the spectral radius of its iteration matrix is 
less than 1, that is                . In addition, the SSOM iteration 
converges for positive definite, M, symmetric and irreducible 
diagonally dominant linear systems. 

2.2. Analysis of Symmetric Accelerated Overrelaxation Method 
(SAOM)

The Symmetric Accelerated Overrelaxation method (SAOM) was 
proposed by Hadjidimos and Yeyious (1982) as two half iterations. 
The initial half is the usual or forward AOM technique, while the 
second half is the AOM technique with the equations used in 
backward order. The SAOM iteration scheme is represented by the 
following equations. The classical forward AOM scheme for 
solution of (1) is:
        (14)

where                                                              and explicitly as:

        (15)

Similarly, the classical backward AOM scheme for computing the 
linear system (1) is depicted as:
        (16)

where                                                        and explicitly as:
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        (17)

The symmetric AOM is constructed by firstly obtaining     of the 
forward AOM as:
        (18)

And computing the second part        with respect to backward AOM 
as thus
        (19)
By inserting (18) into (19) gives the symmetric AOM scheme as thus
        (20)

where                   and        .                                       Next, the 
product of the backward and forward AOM iteration schemes in (15) 
and (17) is evaluated to obtain

        (21

Thus, the SAOM iteration matrix is represented in the format as
        (22)

A preconditioner can equally be obtained from the SAOM iteration in 
the form of                                       , which can be used to accelerate  
slow convergent iterative schemes. Similarly, the vector component 
of the SAOM is simplified to get equation (23). 
        (23)
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The convergence of the SAOM scheme is associated with the spectral 

radius of its iteration matrix. It converges whenever the spectral 

radius is smaller than 1, represented as                . Furthermore, it is 

convergent for linear systems whose coefficient matrices are, 

positive definite, M, symmetric and irreducible diagonally dominant.

2.3 Algorithms for Numerical Computations

2.3.1.  Algorithm for SSOM

To solve 

Step 0: Insert elements of matrix select an initial guess                           

0f      , desired iteration number of  tolerance      and     
Step 1:  Get the diagonal and triangular matrices      and  from   L 

matrix  A,              and  
Step 2:  Create and obtain the inverse of the matrices        and 
Step 3:  Get the matrix 
Step 4:  Create the matrix
Step 5: Establish 
Step 6: Establish 
Step 7:  Calculate 
Step 8:  For                        terminate if                     , then,  STOP.

2.3.2. Algorithm for SAOM 
To solve  

Step 0: Insert elements of matrix                         select an initial guess             
     , desired iteration number of  tolerance         and             .
Step 1: Get the diagonal and triangular matrices  and  from ,UD L
matrix ,                and.A
Step 2:  Create and obtain the inverse of the matrices         and
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Step 3:  Get the matrix 
Step 4:  Create the matrix  .
Step 5: Establish.
Step 6: Establish.
Step 7:  Calculate  .

Step 8:  For                         terminate if                 ,  then,    STOP.

3. Numerical Computations 

This section is concerned with carrying out numerical experiments to 

investigate the performances of the two iterative approaches 

discussed in previous section. The Maple 2017 software was 

employed for the computations and the results are presented in Tables 

1 to 5 and Figures 1 to 4.   

Problem 1:  We consider the system of linear equations in the 

         form 

Problem 2: We consider the linear system from Heat transfer analysis 

represented as 
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Problem 3: Considering the linear system of the form 

Problem 4: Considering the linear system of the format 

Table 1: Comparison Result of Spectral Radii for Problem 1
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Figure 1: Plot of Spectral Radii for Problem 1

Table 2: Comparison Result of Spectral Radii for Problem 2

85Khadeejah James Audu : A Comparative Study...



Figure 2: Plot of Spectral Radii for Problem 2

Table 3: Comparison Result of Spectral Radii for Problem 3
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Figure 3: Plot of Spectral Radii for Problem 3

Table 4: Comparison Result of Spectral Radii for Problem 4
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Figure 4: Plot of Spectral Radii for Problem 4

Table 5: Convergence results for the Numerical computations 
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4.  Discussion of Results 
In Tables 1- 4, the spectral radius of the SSOM iteration matrix is 
represented as  while the spectral radius of the SAOM ()SSOMMr
iteration matrix is denoted as . Tables 1, 2, 3, and 4 display ()SAOMMr
the findings of Problems 1, 2, 3, and 4 for various spectral radii of 
SAOM and SSOM iteration matrices. All the spectral radii of the 
two iterative techniques, for a wide range of  and   values, are less w b
than one, that is to say,  and ,  as shown by ()1SAOMMr< ()1SSOMMr<
Tables 1 through 4. As their spectral radii are less than one, this 
means that the two approaches are convergent. Nevertheless, the 
SAOM spectral radii are smaller than the SSOR spectral radii due to 
the fact that . Clearly, the SAOM iteration ()()1SAOMSSOMMMrr<<
will converge to the exact solution more quickly than the SSOM 
iteration due to the smaller spectral radii of its iteration matrices.
For the sake of clarity, Figures 1 through 4 demonstrate the 
performance of the contrasted spectral radii for the two iterative 
techniques. Because the spectral radii of its iteration matrices are 
smaller, the SAOM method yields superior results to the SSOM 
method. The figures demonstrate the applicability of SAOM to 
linear algebraic equations and reveal that the spectral radii of the 
SAOM technique produced superior results compared to those of 
SSOM.
The convergence findings that were achieved from the two different 
iteration approaches that were used in the study to solve the 
numerical problems are illustrated in Table 5. The SAOM technique 
arrived at the exact solution in a shorter amount of time and with 
fewer iterations than the SSOM approach did, while still achieving 
success in solving Problems 1 through 4. Therefore, the SAOM 
technique is superior to the SSOM technique in terms of 
performance.
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5. Conclusion
This work explored and analyzed two iterative strategies for solving 
linear systems: the Symmetric Successive Overrelaxation method 
and the Symmetric Accelerated Overrelaxation method. According 
to the numerical computations, the Symmetric Accelerated 
Overrelaxation approach converges more quickly than the 
Symmetric Successive Overrelaxation method. Because the spectral 
radii of its iteration matrices are smaller, the SAOM method yields 
superior results to the SSOM method. In addition, the obtained 
computational time indicates that SSOM iterations required more 
time than SAOM iterations to converge to the exact answer. The 
Symmetric Accelerated Overrelaxation uses less iterations than the 
Symmetric Successive Overrelaxation to get its final solutions.  
Therefore, the SAOM approach outperforms the SSOM approach. 
As a result, the Symmetric Accelerated Overrelaxation technique is 
more effective and precise when locating solutions to linear systems. 
Consequently, the two iteration approaches may effectively solve 
linear algebraic problems. Nevertheless, the Symmetric Accelerated 
Overrelaxation approach is regarded as the most effective.
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