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Abstract-- Considering the growth of the credit businesses, 

machine learning models for granting loan permissions 

with the minimum amount of risk are becoming 

increasingly popular among banking sectors. Machine 

Learning based models has proven to be useful in resolving 

a variety of banking risk prediction issues. ML Predictions 

are sometimes unfair and biased because they are heavily 

dependent on randomly selected training data sample for 

every prediction made. However, this problem can be 

address by utilizing a cross-validation strategy. Prediction 

can be improved by combining decisions from different 

machine learning algorithms (ensemble decision making). 

The proposed consensus-based prediction model is 

evaluated using standard performance metrics, and the 

proposed model achieved an accuracy of 83 percent. 

Index Terms: - ML, Machine Learning, K-NN, K- Nearest 

Neighbor DT, Decision Tree, SVM, Support Vector Machine, 

LR, Logistic Regression. 

I. INTRODUCTION 

In the event of a global recession, the banking sectors is 

prepared to respond. Financial institutions are more reliant on 

loan interest rates acquired from businesses in distress. Such 

institutions are having difficulty authorizing loans and dealing 

with current loan defaulters [1]. Banks must take appropriate 

steps to reduce credit risks in order to reduce costs as much as 

possible. Customer’s assets in banks are likely to weather the 

current crisis without too much difficulty. It is possible to 

determine the default status of payment or credit score based 

on a customer's portfolio [2]. Access to centralized 

information about bank customers is beneficial to any 

financial company that obtains and manages consumer data in 

order to analyze borrowing, purchasing, and repayment 

patterns [3]  

However, predictive machine learning models are thought to 

be effective at classifying data that has never been seen before 

into various classes. The predictive models work by learning 

from labelled observations to estimate the most appropriate 

category to which a data sample belongs [4]. As a result, such 

models are widely employed in a variety of industries, 

including the financial sector [5]. 

Machine learning (ML) systems are capable of detecting 

patterns in data and predicting complicated outputs in the face 

of high uncertainty [6]. In most cases machine learning 

algorithms parameters has to be fine tune to attain good 

prediction result (thus, hyperparameter optimization) [7]. 

Human rely on algorithm precision and accuracy to handle 

complex tasks in varieties of field, including medicine, 

finance, and law. In many circumstances, machine learning 

algorithm can outperform human, especially when working 

with huge datasets or a large number of input characteristics 

[8]. Predicting criminal recidivism based 

on previous conviction of a previous crime, it’s an area where 

machine learning algorithm and expert systems might help 

human make better judgments [4]. 

This study primarily tends to address the issue related to biased 

decision making and improve on existing prediction model 

using aggregated decision-making approach. However, Tolan 

and other researchers [4] identifies that precision and 

prediction tend to be unfair and biased based on a randomly 

selected training data set for each prediction. Hence, this 

motivate the adoption of cross fold validation approach to 

address the identified problem. 

Furthermore, this paper aim to develop an improved 

consensus-based bank loan predication model and approval 

system using cross-fold validation techniques and aggregated 

decision-making approach. 
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II. LITERATURE REVIEW 

Khandani  [9] built a nonlinear consumer credit risk prediction 

model using machine-learning algorithm. The researchers 

generate augmented data samples to improve the classification 

rates of credit card holder, delinquencies and credit historical 

information’s. However, an accuracy of 85% is achieved using 

linear regression model. The time series patterns of predicted 

delinquency rates from our model during the recent financial 

crisis show that collective consumer- credit risk analytics 

might be useful for projecting systematic risk. 

Furthermore, Bank databases contain a lot of client 

information on a regular basis. Credit risk can be assessed 

using these datasets. The notion of feature selection is 

popularly adopted for reducing the size of such datasets. A 

multi-stage feature selection strategy is suggested by Abdi 

[10] to lower the dimension of an Iranian bank's database, 

which includes 50 characteristics. The elimination of 

interrelated characteristics is carried out in the first stage. The 

second step adopt genetic algorithm to choose the most 

relevant feature. The third step proposes that the variables 

are weighted using various filtering approaches. The fourth 

stage uses a clustering method to filter features. Finally, the K-

Nearest Neighbor (KNN) and Decision Tree (DT) 

classification methods are used to classify chosen 

characteristics. The researcher goal is to forecast the risk of 

individual client based on the most effective and optimal 

subset of characteristics obtainable. 

Addo [11] identifies that most financial or lending institutions 

are updating their financial models based on the high 

technology requirement such as data availability, big data, and 

computing power. Credit risk prediction, credit risk tracking, 

model integrity, and efficient loan preparation are essential in 

making successful loan approval decisions. Hence, the 

researcher utilize data collected from real world to develop 

a binary classification model using both machine and deep 

learning algorithm to forecasting loan default risk. The 

researcher filter 10 most relevant attribute for the modeling 

process to authenticate the binary classification model stability 

using the performance difference of the dataset. Hence, the 

researcher identifies that the tree-based machine model is 

more consistent than the deep neural network models. As a 

result, this present numerous questions about the widespread 

usage of deep learning systems in businesses. 

Default rates on airtime loans are often minimal in comparison 

to those faced by the micro finance and banking institutions, 

but they are expected to improve as the service becomes 

generally available. Loan threshold methodologies are 

explored in this research, and the information’s are used to 

approve lending of loan using machine learning model. More 

than 3 million credit information of 41 thousand consumers 

was examined with a three-month payback period. 

Dushimimana [12] uses multiple cross-validation 

methodologies, Logistic Regression, Decision Trees, and 

Random Forest to categorize defaulters. All the model was 

assessed and evaluated, and the latter model performed best. 

When the default rate is less than 2%, it is preferable to provide 

everyone a loan. The model improves profitability 

significantly when default rates are greater. The allowable 

amount of default rate for breaking even is quadrupled in the 

model, from 8% to 32%. Nonlinear classification models have 

a lot of potential for credit scoring since they can handle higher 

degrees of default and hence handle more consumers. 

Ensemble method always performs better than model trained 

with single machine learning or deep learning algorithm.  

Feng [13] proposed a weighted assemble based approach for 

scoring credit approval. The method proof that dynamic 

weighted ensemble approach can efficiently outperform 

benchmark models via experiment. 

The development of credit rating system is essential for most 

financial bases institution.   

Wigfield [14] proposed four varieties of hybrid models, which 

include classification and clustering prediction techniques. 

The study reveals that hybridizing logistic regression and 

neural network produce highest level of prediction accuracy. 

III. AGGREGATED DECISION-MAKING AND 

CROSS FOLD VALIDATION METHOD 

 

A. Aggregated Decision-Making System 

 

 

 

 

 

 

 

 

 

Fig 1. Conceptual Illustration of the System 
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The Fig 1 illustrate the conceptual architecture of the proposed 

system using cross fold validation and aggregated decision-

making model. As illustrated, user can interact (submit feature 

and receive prediction result) with the proposed system via a 

user interface. However, the model uses aggregation of cross 

fold validation result of each machine learning algorithm 

(KNN, Random Forest, SVM, Naïve Bayes, and Logistic 

Regression). Finally, each result is collected, and a consensus 

prediction is made on the adopted machine learning model 

using the aggregated decision-making approach. 

B. Tools used 

The model was developed using the Jupiter notebook IDE. 

Python programming language as the language of choice. 

Modules such as NumPy (array manipulations), Pandas 

(dataset exploration, preprocessing data, and data 

manipulation in a tabular form), and Sci-kit module for 

implementing various machine learning algorithm [15]. 

However, Microsoft Vision is used for designing various 

conceptual diagram and describing various aspect of the 

proposed system. The consensus base bank loan prediction 

system is implementation and design using python and KIVY 

programming language.   

C. Data Collection 

The loan approval or credit worthiness dataset was 

downloaded from Kaggle repository, an open data science 

resource. Kaggle is an online subsidiary of LLC Google that 

enables researchers to explore, develop, and publish datasets 

[16]. It also makes it much easier for data scientists and data 

engineers to construct models in a web platform environment 

[17] [18]. The fig 2 shows 10 data sample for exploration 

purpose. 

 

 

 

  

 

 

 

 

Fig 2. Sample datapoint from collated dataset. 

D. Methodology 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3 flow chart of the aggregated decision bank approval 

system 

Fig 3 describe the data flow process of the consensus-based 

bank loan prediction model using cross fold validation and 

aggregated decision-making techniques. The first step 

includes data loading from an external data repository into 

system, then data feature can be inputted for predictions. 

However, the system can make collective decision based on 

cross-fold validation prediction from each machine learning 

algorithm. Thus, loan is issued only to customers that meet the 

loan approval threshold. 

IV. EXPERIMENTAL RESULT AND ANALYSIS 

This section presents the implemented system, model training, 

evaluation, and result from performance evaluation with the 

benchmark models. However, a comparative result from each 

machine learning model is also evaluated individually. Each 

model cross-fold validation scores and average mean score are 

compared. In addition, the accuracy of the final aggregated 

result is presented. 
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Fig 4 Consensus Based Bank Loan Prediction Model 

The system was implemented using KIVY programming 

language to create the graphical user interface, this 

contains buttons, labels, menu buttons, and a textbox for the 

client to select and define data for new loan request. The 

system takes in the inputted data and perform classification 

using the pre-trained models (SVM, LR, DT, and Naive 

Bayes). Finally, the aggregated prediction model seeks 

consensus among the pretrained models before making 

final decision based on majority vote. 

TABLE 1. K-Fold Score and Final accuracy Score (Mean) 

 

S/N 
Machine 

Learning 

Model 

K-Fold Score 

Accuracy 

Scores 

Final 

Accuracy 

Score 

(Mean) 

1 Support 

Vector 

Machine 

80%, 79%, 83% 80% 

2 Logistic 

Regression 

83%, 79%, 80%  80% 

3 Random 

Forest  

77%, 75%, 78% 77% 

4 Naïve Bayes 78%, 79%, 82% 79% 

5 KNN  68%, 68%, 68% 68% 

Each model's K-fold validation score and final Accuracy score 

are compared in Table 1. Support Vector Machine and 

Logistic Regression perform best, according to the tabular 

result, the dataset is randomly sampled 3 times (shuffling the 

loan approval dataset into training and testing set in three 

instances). Consequently, the unbiased final accuracy (the 

mean of each random samples) of each machine model is 

safely utilized for the aggregated decision making. 

 

 

 

 

 

 

 

 

Fig 5.  Propose aggregated prediction Classification report 

In comparison to the various machine learning models 

examined in this work, the aggregated prediction model shows 

a better performance, with an overall accuracy of 83 percent. 

TABLE 2. Comparative Analysis 

S/N Author/Year Machine Model Accuracy 

1 
(Motwani et al., 

2018) 

Linear 

Regression (LR) 
79% 

2 
(Arun et al., 

2021) 

Decision Tree 

(DT) 
82% 

3 Proposed  
Aggregated ML 

model 
83% 

 

Table 2 indicate the classification performance comparison 

between the proposed model and the benchmark model. 

Motwani [2] adopted Linear Regression model with 79% 

accuracy, Arun [20] adopt Decision Tree model for their 

classification with an accuracy of 82%. While the proposed 

model achieves an accuracy of 83% using an aggregated 

decision-making approach. Fig 6 visually shows the existing 

classification model approach and the proposed model with 

their corresponding accuracy score using the bar char diagram.  

 

 

 

 

 

 

 

 

 

Fig 6.  Pictorial Comparative analysis of models 
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V. CONCLUSION AND FUTURE WORK 

The performance of any Machine Learning model highly 

depends on the training data samples been supply. Trusting the 

model performance will be difficult when the machine 

learning model is trained using all the available dataset for 

every data splitting and training, prediction accuracy tends to 

vary due to the randomly selected sample data for every data 

splitting (training and testing). Thus, this research introduces 

a cross-fold validation techniques to generate a random 

training and testing set from the main dataset. This result in 

different accuracy for every fold validation, and the mean 

accuracy is selected. However, the resulted accuracy can 

confidently depend on decision making. The aggregated 

decision-making uses the cross-fold validation result by 

multiple ML consensus prediction. Hence, this proposed 

approach performed better than the existing models. 

Additionally, interested researchers can improve on this work 

by generating more data sample using sophisticated 

augmented techniques. 
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