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Abstract— Onion (Allium Cepa) is one of the most important 

vegetable and commercial plants that is being grown all around 

the world for more than 3000 years. Just like several other crop 

plants, Onion plants too can be attacked by pests and diseases of 

various kind, this attacks do give rise to low yields, bad quality and 

of course shortages of this important plants. Visual observation 

and analysis for detection of onion leaf diseases, if handed over to 

computing, using Machine Learning techniques, is more efficient, 

fast, cost saving, consistent, more reliable and highly accurate 

compare to what any human disease-expert eyes can offer. This 

work makes use of the prepared datasets of onion leaf digital 

images, after image preprocessing, some features were 

extracted/selected using Grey Level Co-occurrence Matrix 

(GLCM) and Particle Swarm Optimization (PSO) algorithms, the 

selected/extracted features then fed into classifier algorithms for 

eventual classification into healthy or unhealthy onion leaf. 

Keywords—Leaf Diseases, Onion leaf diseases, Machine 

Learning, Feature Extraction, Feature Selection. 

 

I. INTRODUCTION 

Around one third of the world’s agricultural crops are 
being destroyed by harmful factors. These harms to plants can 
either come from animals or other pathogens, putting together 
these harmful factors and if left uncheck, will in no time cut 
short the food and other farm products supplies to world 
population. The damages being caused to the plants is 
estimated to be from 1600 out of 80,000 to 100,000 diseases, 
10,000 out of 80,000 insects and almost 30,000 weeds and 
other harmful substances (viruses, bacteria, nematodes) [1]. 
Onion plants particularly, have suffered some level of 
setbacks in its yields, qualities and quantities, which is majorly 
as a result of diseases encouraged by global earth warming  
and other related factors [2]. Onion remains one of the major 
vegetables both as food and for various health remedies 
applications, but earlier global studies have thus far shown the 
falls in yield and production of onion plants globally [3]. 
Applications of Machine Learning (ML) approach in farming 
systems, precisely in the area of Onion Leaf Diseases 
Detection, is what this paper looked into. GLCM is very 
helpful in the identification of different region of image it is 
applied on and can reveal certain properties about spatial 
distribution of gray level in texture image.  Particle Swarm 
Optimization, is a swarm intelligence based numerical 
optimization algorithm capable of solving complex 
mathematical problems and it also helps find out optimal 
features based on their high discrimination [4]. Approach here 
is to combine an optimizing capability of PSO with GLCM, 
into designing a model for improved digital image feature 
extraction and aid improved classification eventually. 

II. RELATED STUDIES 

Proposed in the work of[5], based on the plant leaf disease 
classification using data from digital image processing, a 
direct image acquisition using digital image of the leaf plants 
acquired with the help of good resolution digital camera, then 
a bit of preprocessing was carried out of the image using color 
conversion, after which image segmentation was done with 
aid of K-means clustering, features extraction carried out 
using Gray Level Co-occurrence Matrix (GLCM) and finally 
classification of the disease carried out using a variant of 

SVM. [6] develop a real time disease monitoring system to 

monitor downy mildew onion disease, where the system is 
designed to monitor the onion field and acquire images of 
leafs with digital camera while another part of the system 
analyze the image using image binarization through numerical 
thresholding so as to accurately determined the diseased area 
of the leaf. [7] proposed a method that make use of Artificial 
Neural Network (ANN) as classification model in Red Onion 
disease detection. Then final disease classification done by 
ANN, the acquired data image went through preprocessing 
steps of image classification and feature extraction using Gray 
Level Co-occurrence Matrix (GLCM) and the method was 
able to attain performance accuracy of 91.1%. [8] work was to 
automate downy mildew disease symptoms detection in 
Onion plants. Image-based field monitoring system is 
expected to catch the image and Convolution Neural Network 
algorithm model ran as classifier for disease detection. The 
automation performance accuracy attain percentage that 
ranges between 74.2% - 87.1%, on the onion downy mildew 
the study is based. [3], [9]–[10], these works in their respective 
ways look into the worldwide importance, cultivation, yield 
and production quantities of Onion plants. Improved image 
features extraction/selection method is promised in this work 
through the combination of Grey Level Co-occurrence Matrix 
and Particle Swarm Optimization. 

III. METHODOLOGY 

A. Proposed Approach and Workflow 

The objective of the method proposed in this work, as can 
be seen in the flow of Research Framework in fig 1, this is the 
combination of multiple algorithms for feature 
extraction/selection process, so as to come up with quality 
digital data which when fed into classifier of choice, it is 
expected to improve the classifier’s performance. This is 
because it is believed that with better quality extracted 
features, subsequently better quality of feature can be selected 
out of this extracted features. The resulted final feature from 
the extracted/selected feature will be finest data to be fed into 
the classifier and this in turn is expected to have better 
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performance as compared to any other process not conducted 
as such.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Research Framework 

B. Data Collection 

As earlier indicated, very little research works were found 
in the area of Onion leafs diseases detection using machine 
learning, as compared to some other plants or fruits. Hence, 
for the purpose of this work, random images of diseased and 
healthy onion leafs were collected from the internet sites, a 
handful other snapshots of onion leaf images were also gotten 
from a Fadama farm in Niger State, Nigeria, with the aid of 
digital camera, thorough processing were carried out on the 
image data collected whereby making it suitable for the work. 
Fig 2 are some of the samples of the onion leaf images gotten 
to carry out the experiment. 

 

Fig. 2. Onion Leafs Sample images of Healthy and Unhealthy 

C. Preprocessing and Analysis Phase 

This stage involve getting the images that were randomly 

taken/collected, and this involve things like image 

resampling, quantization or mapping, removal of data that are 

considered as noise, a level of filtering was also performed 

on the images, other necessary pixel corrections made and all 

images were converted to what is regarded as four color 

channel image format, being the format on which to continue 

further analysis. Four channel image here refers to Red, 

Green, Blue color band and the forth being the Brightness 

level (Gray).  
Suggested for better quality feature extraction here, is Gray 

level co-occurrence matrix GLCM, while Particle Swarm 

Optimization (PSO) is employed to optimize the performance 

of the GLCM. PSO will work best in feature identification, 

especially on the nature of the datasets available for this 

research work and possibility is high that GLCM is going to 

work at its maximum, when its feed is taken up from PSO. 

1) Gray Level Co-occurrence Matrix (GLCM): GLCM 

used second-order statistical method of Feature Extraction 

and it is quite efficient for use in variety of digital image 

analysis application. Feature Extraction is known to be a 

process by which useful information is extracted from body 

of raw data mostly for further analysis towards knowledge 

building. There has been records of use in image processing 

and analysis in areas which include but not limited to, 

biomedical, textile texture analysis, remote sensing, and 

defect detection purposes in industrial systems. GLCM is one 

of the best algorithms when it comes to extracting 

information from data, an important element in feature 

extraction is Texture, and this is visual pattern that are 

composed of spatially arranged entities that have 

characteristic brightness, size, color and shape. In calculating 

features from texture, the approaches used are, Model, 

Structural, Filter and Statistical approaches, one of the best 

and most commonly used of these approaches appear to be 

Statistical approach, example of which is GLCM. GLCM has 

two major parameters which form the basis upon which the 

texture properties of digital images are calculated, these two 

parameters are; distance and direction. Various combinations 

of these two parameters are used in calculating the texture 

properties like: Contrast, Correlation, Homogeneity and 

Energy. Digital image is the primary source of data for the 

GLCM model that is up for use in this work, it is from the 

obtained Onion leaf digital image the model will extract the 

needed image feature for use. 

2) Analysis for Particle Swarm Optimization: Particle 

Swarm Optimization (PSO) is said to be a member of the 

swarm intelligence algorithm, while swarm algorithms 

themselves are based on the collective natural behavior of 

decentralized, self-organized systems of social animals like 

human being, birds, bees and many such animals that 

coordinate their actions, based on some guiding principles, 

towards achieving a goal. 

PSO has quite a record of use in the area of feature 

selection/extraction as well as used to optimize some of other 

methods used in the area as well as other areas. PSO present 

a level of simplicity and somewhat a simple framework for 

solving continuous optimization problems and it has 

promising feat to ease work. PSO has proven to be great 

technique that ease computational complexity and aid 

accuracy. 

3) Implementation of the Proposed Method: Gray level 

co-occurrence (GLCM) and Particle Swarm Optimization 

(PSO) algorithms were combined in the implementation, one 

is used to extract feature and fed into the other for feature 

Onion Leafs Image Collections  

(Datasets) 

Onion leaf Image Pre-processing 

(Data Pre-processing stage) 

PSO for image 

feature extraction 

GLCM for image 

feature selection 

 

PSO for image 

feature selection 

 

GLCM for image 

feature extraction 

Image Classification 

Using  
(J4.8, SVM, K-Means) 

  

Final Result Evaluation 
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selection. The two algorithms were in this manner used 

interchangeably before feeding the resulting data into 

classifier of choice. The flow of process is shown in the 

framework there in fig 1.  After the reverse use of both 

algorithms, the final data from interchange combination of 

GLCM and PSO were fed into selected classifiers and the end 

results compared. The algorithm that follows, indicates the 

how the GLCM and PSO pick up each data (d) in body of 

Datasets (Ds), to produce Selected feature (Sf) for final 

classification. 

Algorithm 1. Extraction and Selection Implementation  

// dataset = Ds 

// single data in the dataset = d 

// Selected feature = Sf 

1:    Start 

2:    Import Ds 

3:    Preprocess Ds 

4:    for all ( d  in Ds) do: 

5:        use GLCM for feature extraction 

6:        use PSO for feature selection from resulting 

           extraction  

7:        use Sf for classification 

8:    end for 

9:    for all( d  in Ds) do : 

10:          use PSO for feature extraction 

11:         use GLCM for feature selection from resulting 

                extraction 

12:          use Sf for classification 

13:   end for 
14:   Stop  

IV. RESULTS AND DISCUSSION 

This section discuss and show how the entire process of 
the two algorithms used, as well as what the outcome looks 
like. Gray level co-occurrence(GLCM) and Particle Swarm 
Optimization (PSO)  algorithms were implemented 
interchangeably, that is, one is used to extract feature and fed 
into the other for feature selection (and vice versa), before 
feeding the resulting data into classifier of choice for 
classification and the end results compared 

Fig 3. shown, is the sample of the features extracted based 
on selected indices. 

 

 

Fig 3. Sample of the Extracted Features

A. Experimental Results 

1) Implementation: GLCM Extracts Feature and resulted 

Data fed into PSO for Feature Selection, then classified 

Presented here are results obtained when GLCM algorithm is 

used first, for feature extraction, the resulted dataset has 

feature selection carried out, using PSO algorithm, and 

classifiers then ran on the final result. It is important to 

specify here that, the same datasets were used for the two 

implementations. The results gotten from one of 

implementations are as presented in tables and figs here in 

this section. 

Table 1 shows the values of different evaluation matrices the 

classifier algorithms adopted to present final results. The 

classifier with the highest overall accuracy value is J4.8 with 

100%, follow by SVM and K-means with both having 95.5% 

in overall accuracy. 

Table 1 GLCM into PSO for Feature Extraction and Selection respectively 

Classifier Label Precision (%) Recall (%) F1-Score (%) G-mean (%) Accuracy (%) 

Decision Tree 

(J4.8) 

Healthy 100 100 100 100 100 

Unhealthy 100 100 100 

SVM Healthy 91.7 100 95.7 95.5 95.5 

Unhealthy 100 90.9 95.2 

K-means Healthy 90.9 100 92.2 95.8 95.5 

Unhealthy 100 91.7 95.7 

The figs that follows here, reveal distributions of confusion 

matrix according to values of classifiers during the test phase. 

Fig 4. is the confusion matrix for the J4.8 (Decision Tree 

variant) algorithm, and it shows the numbers that were 

correctly classified and the ones that are wrongly placed. As 

shown in Fig 4, and from datasets used during the test process 

of the Decision Tree classifier, 22 healthy and 21 unhealthy 

onion leafs were all correctly classified and none was 
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misclassified. Basically, what that referred to is in some cases 

during the classification stage of some works, depending on 

how accurate the performance of the model or method used, 

some healthy samples may mistakenly be classified as 

unhealthy while unhealthy ones be taken for healthy, but this 

work is shown to demonstrate high reliability. 

 

       
Fig 4. Decision Tree Confusion Matrix for GLCM into 

PSO 

SVM and k-means classifiers used, also has their confusion 

matrix distributions shown in Fig 5. From what can be 

observed in Fig 5a, healthy leafs classified correctly are 22, 

and 20 being number of unhealthy leafs, also correctly 

classified, while only 2 was wrongly classified. A close 

observation of k-means confusion matrix presented in Fig 5b 

shows similarities in distribution compare with SVM, it is 

said to be similar in distribution because it can as well be 

observed that the number of the healthy onion leafs classified 

correctly as being healthy as shown in the fig, are 22, just as 

the number of the leaf therein the section of the leafs 

classified as unhealthy are in their case are 20 of them, and as 

well as the number classified wrongly were 2, as it was in 

SVM, k-means too has the number of leaf it classified 

wrongly to stand at 2. The occurrence displayed in both of the 

SVM and K-means were not too surprising, considering that 

even in the overall accuracy, SVM classifier has considerably 

high percentage which happens to be 95.5% and K-means 

classifier was able to pull same 95.5% accuracy. The 95.5% 

overall value of accuracy is an interpretation that the other 

indices for measuring confusion matrix, both (SVM and K-

means) algorithms surely have approximately same values in 

all of them.   

     
(a)          (b) 

 
Fig. 5. SVM and K-means Confusion Matrix for GLCM into PSO 

 

B. Discussion of Results 

Although, very little work was found in onion plants leaf 
disease detection so far. Apparently, from the works of [4] -
[11], which are more of expert system-based diseases 
detection methods, the highest possible accuracy in the works 
combine is just 67%. Meanwhile, in the works of [6] –[8], the 

ones that are even computer vision and machine learning 
inclined, yet the highest accuracy that was obtained in all the 
works is 91.1%. From all obvious indications and in 
comparison, the proposed technique in this research work 
performed better. Table 2. gives summarized overview of 
values of the results produced from this work in comparison 
with the results of other techniques available to us in other 
works. 

Table 2 Accuracy Values 

Technique PSO – GLCM (implementation 1) GLCM – PSO (Implementation 2) Expert 

System 

GLCM N/A 

Classifier J4.8 SVM K-Means J4.8 SVM K-Means ES ANN DNN 

Accuracy 95.3% 93.2% 86.4% 100% 95.5% 95.5% 67% 91.1% 87.2% 

Both implementation 1 and 2 in this work, which refer to 
the proposed technique. It can be seen that among the three 
classifier algorithms used; Decision Tree (J4.8) has the highest 
level of accuracy, with the top best of accuracy result occurred 
in the implementation 2, which makes use of GLCM for 
feature extraction and PSO for feature selection before feeding 
into classifier, here J4.8 classifier got us 100% accuracy as top 
best. As noticed, the technique proposed in this work for 
extraction/selection can be seen to aid better performance of 
the final classifier in virtually all instances, except for in the 
implementation 1 ( PSO – GLCM), where K-means classifier 
algorithm has lower accuracy value of 86.4%. 

Fig 6 gives the accuracy comparisons in a vivid glance, 
where all the accuracy levels can be clearly seen in the bar 
chart, as the horizontal values represent the implemented 
techniques that was made use of while the vertical values 
represent the values of accuracies obtained in the techniques. 
The technique proposed in this work can be seen to have 
consistence and conspicuous performance over other works 
reviewed in the onion leaves diseases detection categories that 
was reviewed for this work at hand. The method proposed here 
shown considerably level of supremacy that cannot be 
overlooked when it comes to early detection of onion disease 
which many species of onion species do suffer from. 
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Fig 6. Chart representation of Experimental Accuracies Comparison 

From the work of [7], just GLCM was used for image 
feature extraction. Meanwhile, this research work went a 
step further to combine GLCM and PSO. Both PSO and 
GLCM were then used interchangeably for feature 
extraction/selection, whereby result of one was fed into the 
other for more refined output, evaluating different grey-
levels, where the most efficient output were used for final 
implementation. The result gotten from this work showed 
higher degree of accuracy when compare to the works that 
have been seen so far in the area of onion leaf disease 
detection. Expert System-based work of [12] and algorithm 
based works of [6], [8] are other instances for comparisons, 
and none of these works has percentage of accuracy as high 
as technique this research work proposed. 

C. Model Deployement 

 This model will consist of real time surveillance system 
comprising of high definition and precision camera, this 
shall serve as data collection arm, which is meant to take the 
images of onion plants at intervals and store in the database 
unit where collected datasets awaits next stage. Another unit 
of the model responsible for preprocessing of the onion leafs 
images is preprocessing expert unit, the process here shall 
include image logging, image cropping, mapping or 
quantization, this unit of the model shall pick the data from 
the database, process them and send to the next stage. The 
last unit of the model is the server side where the GLCM-
PSO algorithm module for extraction/selection resides, as 
well as classification algorithms module, responsible for 
final classification of collected datasets of onion leafs into 
healthy or unhealthy. The analysis of the output from the 
last stage of the model will determine healthy or unhealthy 
status of the leaf and the percentage will dictates whether it 
is outright removal or treatment of the affected leafs.      

V. CONCLUSION 

Conventional onion leaves diseases detection process 
relying merely on visual observations will most definitely 
be laden with errors, slow and unreliable. This work has 
come up with experimentally proven technique on how to 
improve on the process using Machine Learning, so as to 
make the process faster, cheaper and with improved 
accuracy. This work promised achieving such feat with 
proposed method which involves collection of digital 
images of onion leaf with the aid of digital camera and 

preprocess the image to make it suitable for feature 
extraction/selection. The proposed technique involve 
hybridization, whereby two feature extraction/selection 
algorithms (GLCM and PSO) are combined and used, so as 
to get high quality features for the classifiers. This proposed 
approach automatically select most useful features for 
classification accuracies, the method make use of three 
different classifiers namely; J4.8 (a variant of Decision Tree 
algorithm), SVM and K-means, for the final classification 
of onion leaves into healthy and unhealthy categories. The 
resulted data from feature extraction/selection was 
differently fed into the classifiers and the outcome 
improvement was impressive compare to the past works in 
the area of onion leaf disease detection.  
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