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Abstract. One of the prime requirement of healthcare administration is to bring 

excellence service to patients, by making comprehensive conclusions. Such 

conclusions can only be made with the existence of satisfactory knowledge de-

rivative from healthcare data that cannot be acquired by simple observation. 

The usage of data mining is very supportive in health care administration for 

forecast and conclusion making, since it is a convergence of numerous disci-

plines, which comprises database management systems (DBMS), Statistics, Ar-

tificial Intelligence, and Machine Learning. In this study, Decision tree tech-

nique was used to forecast the periodic causes of students’ health failure. Four 

dissimilar decision tree models were articulated, which comprise the J4.8, Ran-

dom Forest, Random Tree and Decision Stump. This was attained by perform-

ing a 10-fold cross validation on a dataset containing of seven nominal varia-

bles and ninety instances. It was detected that the J48, which is the Weka’s im-

plementation of the C4.5 decision tree model performed better with 76.6% ac-

curacy, 0.829 precision and 0.708 recall than the remaining three models. 

Keywords: Forecasting, Reasons, Students, Health Failure, Data Mining, Deci-

sion Tree. 

1   Introduction 

       The dawn of computers, in what way they have advanced over the years has gone 

a lengthy way in refining how work is completed. Mainly, persons in office, secretar-

ies, office assistant and managers similar have found computers valuable particularly 

in the handling of data. This principally is what data processing is all around. The 

usage of computers in processing data. The necessity to form a warehouse for data has 

been required by the degree at which data has developed over the years. This require-

ment has required organization to have databases and data storeroom for a varied 
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array of their data. The information industry is rich with data. Unless these data are 

converted to appropriate information, they are unusable. To gain information that is 

beneficial, it is vital to mine these data. Information extracting is not the only process 

needed; the mining of data or rather knowledge discovery includes processes like 

cleaning the data, integrating the data, transforming the data, mining the data, evaluat-

ing patterns and presentation of data, [1] and [2]. 

     A method of receiving information out of data by mining it is demarcated as data 

mining. In principle, it can be regard as the procedure of gaining knowledge out of 

data, [3], The understanding or information acquired can be relevant in: fraud detec-

tion, market analysis, production control and science exploration, [3]. Data mining is 

very valuable in the following arenas: Market analysis, fraud detection in a manage-

ment, cooperate analysis and risk management, [4]. Apart these, it is also usable in 

manufacturing control, retention of customers, scientific exploration, sport, and web 

surf-aid. According to [5], Data mining (an analysis step in the process " Discovering 

of Knowledge and Mining of Data") which is an interdisciplinary sub-field in comput-

er science is a computational procedure of unearthing patterns out of huge sets of data 

consisting methods that harmonizes machine learning, database system, artificial intel-

ligence, and statistics. The general notion of the data mining process is to gain infor-

mation from a dataset and change it into an understandable form for further use, [5]. 

The term "Data mining" was obtainable in the 1990s, but it is the evolution of a area 

having a lengthy past, [6].  

     Separately from afore stated ranges of applying data mining, it might likewise be 

used in the healthcare area, [7]. The healthcare area is one that produces enormous 

dimensions of data connecting to patients, hospital properties, diagnosis of diseases, 

electronic records of patients, and medical gadgets. The use of data mining in health 

care has been predominant over the ages, mainly in kidney dialysis, and in forecasting 

the survival chance in heart disease in patients. Recently, the cases of students visiting 

the school clinic at a specific period of the academic session for health-related chal-

lenges have been on the rise. Following this drift to reach at concrete deductions in 

other to offer suitable answers is not one that can be done by careless or less thorough 

observation. Therefore, the necessity to have a system that can forecast students’ 

health failure in tertiary institutions. 

     Study has it that great fraction of circumstances of poor academic performance in 

student is mostly owing to poor health situations amid numerous other factors, [8]. 

The usage of data mining is found to be very supportive in health care administration 

for forecast and conclusion making, [9]. Therefore, this study applied data mining in 

forecasting reasons of students’ health failure in tertiary organizations, using Federal 

University of Technology, Minna as example. 

 

2   Literature Review 

[10] focused on the use of various algorithms used in predicting a combination of 

different target attributes. They offered an efficient and intelligent approach for pre-
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dicting heart attack using data mining. The approach was to extract relevant patterns 

from the heart disease data warehouses for efficiently predicting heart attack. Using a 

calculated significant weightage, frequent patterns that had values exceeding a prede-

fined threshold were used for the relevant prediction of heart attack. 

     Home healthcare is a way of providing care to patients at the comfort of their 

home. It is an important area of study. [11] evaluating performance for home 

healthcare practices in the US, applied the classification and regression tree (a non-

parametric approach) on a dataset comprising of hip replacement, heart failure and 

chronic obstructive pulmonary disease in determining determinants of outcomes in 

home healthcare service, that is, length of stay and discharge destination. From this 

study it was observed that patients with age 85years and above were the driving force 

in discharge destination and length of stay for all three health situations considered. 

The CART procedure was adequate in correctly classifying patients in all three condi-

tions which suggests continuing utility in home health care. 

[12] in their study gave an overview of different decision tree algorithms ranging 

from ID3, C4.5, k-NN and SVM. The study captured the application of these four 

decision tree algorithms in diagnosing treatment effectiveness, hospital infection con-

trol and clinical data. Their study only captured the advantages of these methods in 

various domains. 

     Data mining comprises of different approaches. These approaches serve varying 

purposes, which have both pros and cons. Data mining task are either predictive or 

descriptive. [13] in this study made an outline of some data mining approaches and 

their applicability to healthcare data for prediction and decision making.  They high-

lighted a difference between traditional data mining and healthcare data mining to be 

that typical data mining is aimed at description rather than explanation of patterns and 

trends. According to [13] one difficulty of data mining in medical practice is the 

voluminousity and heterogeneity of uncooked medical data. Before data mining will 

take place collection and integration of data must be done, and it is quite expensive to 

build a data warehouse before beginning data mining. Data classification is a two-way 

procedure, comprising: a learning step (where we build a model for classification). 

This is done by analyzing the training data using a classification algorithm   and clas-

sification step (where a model for predicting the class labels in a particular data is 

applied). A test data is used to estimate the accuracy of the classification rule.  

[14] applied data mining technique called association rule mining in attractive the 

quality of student’s performances. They mined rules that aids to forecast the perform-

ance of the students and it recognize poor, good and excellent students. The perform-

ance account of the student likewise aids to progress the result of the student. In their 

study, they approved that their system also aids to find those students which require 

special care to decrease fail ratio and taking suitable action for the next semester ex-

amination. 

[15], used genetic programming and different data mining methods to foresee stu-

dent failure at school. They projected a genetic programming model to get precise and 

understandable classification rules. They maintained that forecasting student failure at 

school is a tough duty not just because it is a multifactor problem but likewise because 

the accessible data are normally imbalanced. They used real data from high school 
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students in Mexico. Though, how they joint different data mining methods to attain 

their result was not clear from their report. 

[16] applied data mining approach to discover useful data and legitimate pattern. 

They established a way to forecast the final status of students based on their continu-

ous valuation test and attendance status. Using data mining methods, they resultant 

rules that allow the classification of students in their foretold classes. They proclaimed 

in their study that the use of k-means and Apriori they were able to find patterns based 

on their academic records, which normally is not possible by going through the huge 

database manually. 

[17] applied decision tree and genetic algorithms to investigate academic perform-

ance of students using homework assignments, and effort to derive short rules that 

explain and forecast success or failure in the final exams. They argued in their investi-

gation that genetic algorithm-based induction of decision trees has a latent for devel-

oping into an alert tool for early prediction. 

[18] presented a generic, multi-criteria model based on fuzzy logic ideas to build 

decision support system for admitting student into the university. He used Evolution-

ary computation techniques, fuzzy Logic, and genetic Algorithms.  He firstly worked 

on a first order aggregation model and performed its learning stage by using Steady 

State Genetic Algorithms. The main focus of his paper is to develop intelligent deci-

sion support system which spots the lights on the problems of multi-criteria decision 

that dealing with subjective and indefinite data. 

 

3   Materials and Methods 

3.1   Data Collection and Variables (Input and Target) 

The research requires dataset of health-related cases of students to be collect-

ed for use in this research work. The data were gotten from a random sample of stu-

dents using questionnaire. It consists of 7 (6 nominal attribute and 1 nominal class) 

and 90 instances. 

There are two classes of variables used to carry out the research: the dependent var-

iables and the independent variables. The dependent variables are those variables 

whose values depend on that of another. On the other hand, the independent variables 

are those variables that stand alone and are not changed by the other variables being 

tried to measure. 

Independent Variables: Academic period, stress, dirty environment, poor dieting, 

poor medication, and weather season. These are independent variables as shown in 

Table 1, because they are measured and are the ones who determine the status of the 

dependent variables. 

Dependent Variable(s): Class label. This is the predicted variable. The class label 

has two sub-dependent variables: yes, or no. The variable with the highest prediction 

rate becomes the class label. 

International Journal of Pure and Applied Mathematics Special Issue

2264



 

 

Table 1. Variables and their descriptions 

Attributes Description Label 

Academic period Academic period Early semester, mid 

semester, exam 

Stress Stress from academic work and 

other commitments 

True, False 

Dirty environ-

ment 

Dirty toilets in the hostel and 

bath rooms, bushes and poor 

drainage. 

True, false 

Poor dieting Poor feeding habit, attending 

lectures and exams on empty 

stomachs 

True, false 

Poor medication Self-medication, not taking 

medications as prescribed 

True, false 

Weather season Seasonal weather condition Rainy, Dry 

Class The probability that a student 

fell ill as a result of one or more 

factors 

Yes, No 

 

    Data collected were cleansed by pruning in order to rid it of inconsistencies or 

errors. This is a fundamental data mining process. In this case, the data were cleansed 

manually through repeated careful observation of the data. This pruning operation 

helps to tune the data. 

. 

3.2   Data Mining Tool Used 

Weka, which stands for Waikato Environment for Knowledge Analysis, is a 

popular machine learning software developed by Waikato University, in New Zealand. 

It is an open source software, presented under the GNU General Public License. Its 

workbench includes a collection of tools for visualization and several algorithms for 

analyzing data and predictive modelling, and also a graphical user interfaces to easily 

access this functionality. It is a software built using Java that is able to run on all plat-

forms. The algorithms can either be run from Weka interface or an application pro-

grammer interface. 

Weka is a collection of machine learning algorithms used in solving real-world data 

mining problems. It runs on almost all major platform including Microsoft Windows, 

Apple Mac and Linux. There are various techniques for running the data mining pro-

cess, and many of these are taken care of in the software package. Data can be fed into 

the software using a direct way which encompasses loading in a file or interfacing 

with the software using the Java programming platform by coding. The latter is time-

consuming and gives the same result as the former. The techniques include the Classi-

fy, Cluster, Associate, and so on. Each technique requires different parameters to run. 
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The software is a two-in-one combo comprising of both command line interface and a 

graphical user interface. First, the software is clicked on in the Installed Programs 

windows or by clicking on the weka.jar file located at the installation folder. Thereaf-

ter, a widow pops up showing four buttons: Explorer, Simple CLI, Experimenter and 

Knowledge Flow. The Explorer is used to carry out most of the data mining tasks. 

Clicking on it opens up a window with a couple of menu tabs such as Preprocess, 

Classify, Classify, Associate, Select Attributes, and Visualize. There are as many as 

10 other buttons scattered around the graphical user interface of the application. 

 

3.3   Data Processing 

The computer used for the processing is a Dell Latitude E6400 Note book PC. 

Summary of configuration are as follows:  

Processor: Intel Core 2 Duo with Nvidea™ HD Graphics 2.53 GHz 

Installed Memory: 1.50GB 

System Type: 64-bit Operating System 

Though the research is using classification method one of the techniques in 

data mining, there are subclasses of methods under it. Among them is decision tree, 

the one used in this research.  Others are Support Vector Machine and Naïve Bayes 

Classifier. Decision tree classification is a machine learning model which decides the 

target value (a variable that depends on some other variables to get an output) from a 

new sample based on different attribute values of the existing data.  

How Decision Tree Works: The J48 decision tree follows the following algo-

rithm. In order to order a new item, it first needs to produce a decision tree based on 

the attribute values of the existing training data. So, when it meets a set of items it 

identifies the attribute that discriminates the various instances most visibly. This char-

acteristic that is able to identify the data instances so that it can classify them the best 

is said to have the highest information gain. 

Decision trees are formed by algorithms that find several ways of rending a dataset 

into branch-like parts. These parts form an inverted decision tree that starts with a root 

node at the top of the tree. The object of analysis is reflected in this root node as a 

simple, one-dimensional representation in the decision tree interface. Decision trees 

attempt to point out solid relationship between input values and target values in a set 

of observations that makeup a data set. When a set of input values is recognized to 

having a solid relationship to a target value, then all of these values are assembled in a 

bin that becomes a branch on the decision tree. Decision trees provide exclusive capa-

bilities to complement and substitute for the following: traditional statistical methods 

of analysis (like multiple linear regression); varying data mining tools and techniques 

(like neural networks) and multidimensional forms of report and analysis used in busi-

ness intelligence. Decision trees usually consist of three different types: decision 

nodes – represented by square; chance nodes – represented by circle; and end nodes – 

represented by triangle. Commonly, decision trees are drawn using flowchart symbols, 

since they are very easy to understand. 
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3.4   Experimental Design 

     To predict the cause of student health breakdown, various classifications model 

was built using J4.8, Random Forest, Random Tree, and Decision Stump. Decision 

trees can handle continuous and categorical variables and can be used for both classi-

fication and regression. They automatically handle interactions between variables and 

identify significant variables which it uses to make “intelligent” predictions. Extensive 

data pre-processing resulted in a clean dataset comprising 90 instances void of missing 

values. After evaluating the data and selecting the predictive models to be used, a 

series of experiments were performed. 

     Three evaluation criteria were used to evaluate the results; they are accuracy, pre-

cision and F-measures. 

 

Accuracy -the accuracy measures the percentage of correctly classified 

samples. 

Accuracy  

 

 

 

(1) 

Precision - precision measures the proportion of positive patterns 

that are correctly classified as positive. 

Precision  

 

 

(2) 

F-measures -it combines both positive prediction value and preci-

sion 

F-measures      

Where: 

TP is true positive of the correctly classified class positive 

TN is true negative of the correctly classified class negative 

FP is the false positive of the correctly classified class positive 

FN is the false negative the correctly classified class negative 

 

 

 

(3) 

 

 

4   Results and Discussion 

WEKA’s explorer generally chooses reasonable defaults, the J4.8, Random Forest, 

Random Tree, and Decision Stump algorithm were performed using their default pa-

rameters. The classification task for each model were performed using a 10-fold cross 

validation. Table 2 shows the combined results of the models. 
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Table 2. Combined results of the classification models 

Classification 

Technique 

Accuracy 

(%) 

Class Precision Recall 

Decision Stump 75.56 Yes 0.861 0.646 

No 0.685 0.881 

Random Tree 70.00 Yes 0.723 0.708 

No 0.674 0.69 

J48 76.60 Yes 0.829 0.708 

No 0.714 0.833 

Logistic Model Tree 

(LMT) 

74.40 Yes 0.821 0.667 

No 0.686 0.833 

 

As seen in Table 2, Random Tree is found to perform least next to LMT followed 

by Decision Stump, and J48 decision tree having the best performance for the classifi-

cation. Fig 1 shows the decision tree classification results. 

 

 

Fig. 1. Decision tree classification result 

Four decision tree algorithms were used using a 10-fold cross validation in 

WEKA tool and the results were compared. From the result presented in table 4.1, the 

Decision stump model has 75.60%, 86.1% and 73.8% of accuracy, precision and ac-

curacy respectively, Random tree has 70%, 72.3%, 71.6% of accuracy, precision and 

accuracy respectively, J48 has 76.6%, 82.9%, 76.4% respectively while Logistic mod-
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el tree has 74.4%, 82.1%, 73.6% respectively. The results present the J48 model to be 

of better performance in accuracy and f-measure. 

 

5   Conclusion 

     Based on the success of the J48 decision tree model in predicting causes why 

student fall ill in tertiary institution, it is recommended to health care organizations in 

tertiary institutions in determining type of drugs to be purchased and also in determin-

ing period where more manpower might be needed. The healthcare sector is one rich 

in terms of data, making the application of data mining to mine data and gain useful 

knowledge realistic. Therefore, it is recommended that all records be automated, for 

easy access and use. The scope of this study can be extended by making use of more 

data with more set of attributes to classify causes of student health breakdown. 
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