COMPUTER APPLICATION TO ITERATIVE

METHODS FOR THE SOLUTION OF NON-LINEAR
ALGEBRAIC EQUATIONS.

BY

CHIOMA NJOKU (MISS)
(PGD/MCS/195/96)

A project submitted to the Department of mathematics /
computer science, Federal University of Technology, Minna-
Niger State, in partial fulfillment of the requirement for the
award of post graduate Diploma in computer science.

March 1998.




CERTIFICATION

We certify that this work was carried out by Miss Chioma Njoku
(PGD/MCS/195/96) of the Department of Maths/Computer Sciences

- Federal University of Technology, Minna - Niger State.

{Supervisor)
(Dr. K. R. Adeboye)

= = - ——

(Head of Departmant)
Dr. K. R. fdeboys

External Examiner




DEDICATION

This work is dedicated to God Almighty whose love remains as
spolid as a rock and toc my preciocus parents. Thank you Mum

for praying for me.




ACKNOWLEDGERENT

Word are not encugh to express my hear-felt gratitude and
appreciation to all those who contributed one way or the other
to the successful completion of this project. I will like to
thank the Almighty God Jehova, for his consistent love and
guardians. Without his miraculous help T would not have even
started the PGD program not to talk of writing this project.
A1l glory and honour be to him, amen. A heart felt thank you
also goes to my hard-working supervisor and Head of Department
- Professor K. R. Adeboye. His expert advice guided me
espacially in the development of the iterative method of
Chapter Four. & big thanks zalsc goes to the lecturers and
staffs of the Maths/Computer science department, Federal
University of Technology. They have zll one way or the other

contributed to this projsct.

*Charity’, they say, *begins at home’. Without the
excellent upbringing by my parents, Mr. And Mrs. Njocku, there
would nsver have been any talk of a PGD procject. I thank
them for their great and unshakeable support in my educational
carssr. Last, but not the least, a loving thank you goes to
my sweet sister, Ugochi, who even copied notes for me, and
also to my friend, Mr. Ararile G., who dedicated a good
measure of his time in helping me and to Mallam Mohammed ZIAM,

who word=-process this projsct neatly.

May the good and merciful God bless and reward you all for

.

\V




TABLE OF CONTENTS

Title Page
Certification
Dedication
Acknowledgement
Abstract

Table of Contents

List of Special Symbols

CHAPTER ONE: INTRODUCTION

1.1 Why Iterative Method?
1.2 General Proparties of Algebraic Equation

1.3 Types of Error

CHAPTER TWO: METHOD FOR SEPARATING ROOTS

2.1 Introduction
2.2 Graphical method
2.3 Analytical Method

CHAPTER THREE: ITERATIVE METHODSE AND THEIR

APPLICATIONS

3.1 Bissction Method
3.2 Chords Msthod
3.3 Newton’s Method

3.4 Method of Successive Approximation

VA




CHAPTER FOUR: DEVELOPMENT OF ANITERATIVE

METHOD

4.1 Introduction
4.2 Developament of tha Method
4.2 fApplications

4.4 Error of Estimation

CHAPTER FIVE: COMPUTER APPLICATION AND

CORCLUSTION

5.1 Computer Application
5.2 GStages of Program Development
5.3 Program

5.4 Conclusion.

AC




LIST OF SPECIAL SYMBOLS

Variable

[a,b] Domain of permissible values of x
a Minimum value of x in [a,b]

b Maximum value of x in [a,b]

P () Algebraic Function of nth order

Fm(x):o Algebraic egquation of nth order

p%(x) First derivative of P (x)
P“n(x) Second derivative of P (x)
e{x)=x Equivalent equation of the
OR

g(x)=x Equation P (x)=0
€ Contained in
€ error between the exact solution x; and the

approximate soclution £

Xy exact solution of P (x)=0

E approximate solution of P (x)=0
Cy Midpoint of the interval (a,b)
M Maximum value of P%(x)

m Minimum value of P%(x)

A a constant

| there exists

v for all




CHAPTER ONME

INTRODUCTION
1.1 Why Iterative Method?

In practice, most problems are reduced to mathematical
egquations in order to obtain their solutions. Some of these
equations include: differential, algebraic, integral,
transcendental, etc. eguations. 1In this project, however,
we are going to concentrate on non-linear algebraic
equations in one wvariable. This type of eguation is

generally represented as follows:
p“ (X) = aob(n +alxa-l +as)(n’2 + Ess + an_lx+aw---------n--u-nu. (l = l )

whars a3, i =0, 1, 2, ceeeee. 11 are constant coefficients and

ao >0

The main aim of converting problems to mathematicz2l models,
as earlier mentioned, is to cbtain solutions which are then
used to answer questions or solve the problems which the
equations represent. Although the s=olutions of soms
equations can be cobtained by axact methods, most eguations,
espacially those with higher degrees or orders, cannot be
solves by these msthods. Also, in real life problems, most
data obtainad from experiments, measurements, etc. are
approximate or rounded off decimal numbers. Hance, the

coefficients of =ome equaticns are approximate numbers e.g.:

2.1222x4-2.15x¢ +27347x = Fy(x)




The issue then of finding the exact roots or sclution of such

eguations may be guite impossible.

In such situations where the exact roots of the mathematical
models are either too complicated or guite impossible to
obtain, the approximate solutions ars calculated and used.
The approximate sclution is not the exact solution but differs
slightly from it and can be used to substitute for 1it.
Iterative methods are used to obtain the approximats solutions
of mathematical equations. The itaerative method used dapends
on the type of equation involved. Normally, iterative methods
involved the execution of several computations which are
sometimes guite cumbarsome to carry out manually. The
invention of the computer has been of immense help tc
iterative methods because it facilitates the processes

involved in the methods.

fs we go on in this project, we shall sss the various
iterative methods for obtaining the roots of non-linear
algebraic egquations and alsc how the computar can be applied

to those methods.

1.2 Ganeral Properties of Algebraic Egquation

We re-write the nth-degree algebraic equation in 1.1
above:

P(x) = aox“'!-alx“'l-!-asx"'z + o * Bg ity
Where n is the highest degree of the unknown x; and a...a, are
real coefficients. x; is a root of the equation if P (%) =

0. Also if % is a root, then P (x) is divisible by (x-x4)




Theorem 1.1 {The fundamental theorem of algebra) Every
polynomial with any numerical coefficients whose degres is
not lower than unity has at lsast one root which may be

complex in the general case.

Corollory 1.1: Every polynomial Fm(x) of degree n{n>1)

with any numerical coefficient has exactly n roots, rezl or

complex.

The function Pn(x) can be re-written in the form

x = 8{x) i.e. g{x) = x =0

Hence g(x)- x Pn(x) and % is the rooct of the equation Pﬂﬂ

The function e{x) has a unique solution in a given interval

(x°.>%")if it satisfies the conditions in theocrem 1.2.

.................................................................. ou] the function e{x)

satisfy a lipchits condition with constant a and
0< a < 1
0 < a(xo)-xo < {1 =a)

Then the eguation has the unigue solution

x = Lim *y
k—ﬂ
and a = Hax/¢1(>0/ if gi{x) is
[a, b]
continuously differentiable on the internal [xo, x“é}. The

lipschitz condition
is fulfillaed if /a(xl) - u(xz)/s a/xl-xz/

where X Xy € [*b, 'an]

s




Types of Error
During the solution of majority of practical problems
with a certain degree of conventionality, the problem can be
representad as two successive stages: (1) Mathematical
description of the problem and (2) the solution of the

formulated mathematical model.

Each of the stages introduces one form of error or the
other which contributes to the final error of approximation
in final results. In the first stage, errors are introduced
when there is 1lack of correspondence between the
mathematical equation and the problem under study, and also
when the parameters for the mathematical eguation are
inexact =since they are obtained from an experiment which
gives only approximate results. Errors due toc this are non-
removable and indspendent of the second stage while the

processes of solution continues.

In the second stage, the errors are introduced during
rounding off and other type operations on the numbars
involved, and alsc during the execution of the processes of
the iterative mathod semploved. Errors involved in the
second stage may be avoidable and also dependent on the

processes of the first stags.

The error bstween the exact sclution and approximate
solution is callad the error of approximation. Abscluts

error A% is given as

Ah > a-2a)




Where A 1is the exact solution and a is the approximate
sglution. Ganerally Aa i= the uppsr bound of the deviation
cf the exact number & from its zapproximate.
i.e. a - Aa £ A < a + Aa
Errors of itaerative method shall be discussed in chapter 3.




CHAPTER TWO

Methods For Separating Roots

Introduction

Before calculating the approximate roots of an algebraic
equation, we must (a) determine the number of roots that the
equation has, (b) separate the roots and (c) compute the
values of the approximate roots with specified degree of
accuracy. In thecrem 1.1 in chapter 1, we have seen that
the function P (X) with degree n2, has n number of
roots which are either real or complex. Descartes’ rule of
sign can be used to determine the number of positive or

negative real roots of an algebraic equation.

Descartes’ rule of sign: If an equation P, (X} = 0 is

incomplete, the number of positive real roots of the
algebraic equation P(x) = 0 with real coefficients either
is equal to the number of sign changes in the sequence of
the coefficients of the equation ggx) = 0 or is less than
the number of sign changes by an even integar (the
coefficients aqual to zero are not considered). The number
of negative roots of the equation is equal to the number of
sign changes in the sequence of the coefficients of P (-X)
or is smaller by an aven integer. On the other hand, if the
equation P (X) is complete, then the number of its positive
real roots is equal to the numbar of variations of sign in

the sequence or is smaller by an even integer and the number

A




of negative roots is equal to the number of constancies of
sign or is smaller by an even integer. By the number of
constancies of sign, we mean the number of time the sign
remaine constant, that is the number of time the sign (+ or
=) did not vary from one term to the next. The following

examples illustrates Descartes® rules of signs.

Example 2.1: Find the number of positive and negative rezl

roots of the equation.
) - 18 3 + 6x3410% = 5 = Que.. . (2.1)

Equation 2.1 1is complete in the sense that no term is
missing. The eguation has four roots (at least one of which
is real). The sequence of the coefficients in +-++-. Thers
are three =ign changes and this means that thera are either
three or one positive roots or there are none. The number of
sign constancies is 1 and constancies is 1 and

conseqguantly, the equation has one negative root.

Exampla 2.2: Find the number of positive and negative roocts

of the equation.

sé-astosded-1 = 0, .. (2.2)

The equation (2.2) is incomplete (with zero coefficients

5 and x) and it has six roots according to theorem 1.1.

for x
The sesguence of sign is += = + =_ There are thres sign
changes and consequently thare are either three positive roots

or one rooct. Aalsc

Pa(-x) =t -t v v -1 =0 . w (2.3)

gl




In equation 2.3, the sequence of signs is + - + + - . There
are also three signs changes here and so there are either

three negative roots or one.

Having determined the number of positive and negative
real roots of the equation P (x), we then separate the roots
of the equation. The root x, of the equation P(x) = 0 is
considered to be separated on the interval [a, b] if the
equation P, (x) = O has no other root on this interval. In
other words, to separate the rood means to divide the whole
domain of permissible value intc intervals in each of which
there is one root of the equation P (x). Before going over to
the methods of separating roots the following definitions

would be useful to know.

Definition 2.1: A function Pn(x) which is single valued in a

domain [a, bl is said to ba differentiable within the domain

if wxt [a, b], Pn(x) exists and it is unigue.

Definition 2.2: A function Fm(x) i=s continous with a domain

[a,b]l if ¥ g[a,b].

Definition 2.3: The function Pn(x) is =said to bs analvtic

{or regular) in a domain [a, bl if the function is one valued

and differentiable ¥ £ [a, bl.

Definition 2.4: If the function P (x) is defined
analytically, then the domain of eaxistence (domain of
definition) of the function is the set of a2ll the real values
of the argument %, for which the analytical expression

defining tha function doss not loogse tha numerical ssnse and

”




assumas only real valuss.

Definition 2.5: The function Pn(x) iz said to be monotonous

in a given interval [a, b] if it =satisfies the condition F(xz)

> F(xl) or the condition F(xﬁ) 2 F(xl) for any Xp > X% € [a, b].

There is also Sturm’s thecrem which enable us to be more
precise in determining the number of roots of an algebraic
equation. Without loosing generality, we assume that the
roots of the equation P (x) = 0 are all simple roots. Alsec
let us assume that all the roots are in the interval [a, b]
where a<b. We find the first derivative P%(x) and divide
P,(x) by it. We take the remainder of the division P (x) by
P%(X) with the opposite sign and denote it by S|(x). MNext, we
divide Pﬂﬂx) by S,(x), take the remainder obtained with the
opposite sign and denote it by S,(x). Again, we divide 8,(x)
by S,(x) and taking the remainder with the opposite sign we
denote it by S3(X). This dividing process continues until we
get a remainder which is a constant quality. We then take
that quantity also with the copposite sign. The result is a

sequence of functions:
Pn(x). Pﬂ#x), Sl(x), Sz(x), Ss(x)"u""n S.d(x), SM = Constant.

This system is known as stum’s system. Next, we substitute z,
first and then b for = in this seguence and count the
number of sign changes in both cases. WE designate the
numbers of sign changes in both cases with W(a) and W(b)

respectively.

7




Theorem 2.1 (Sturm’s Theorem): If the real numbars a

and b {a < b) are not rocts of the polynomial PJX). which
does not have multiple roots, then Wiz) > W(b) and the
difference W(a)-W(b) is egqual to the numbar of real roots of

the polynomial &{X) which lies in the interval [a, b].

Sturm®s theorem can alsc ba utilized to find the number
of negative and positive roots. The following example will

illustrate how this theorem works.

Example 2.3:
Find thes number of real roots of the equation 5)(3-20)( + 3 =

0 and alsc separate those roots utilizing sturm®s thecram.

To cbtain sl(x), we divide Fg(x) by P%(x).

Plix) = 15x%-20
to simplify division we multiply Ps(x) by 3 bafore

dividing by 15x%20

Hence X
1 15x%=20[  15x7-60x+9
15x°~20x
=40x+9
Sy» S1(x) = -(-40x+9) = 40x-9 which is the opposite sign of

the remainder.

Next, we divide P%(x) with Sl(x). To simply division, we

multiply Pls(x) with 8 before dividing by Sl(x).

0




Ix + 27

40%~9 120%x%160
— 1 120x%27x

(27x-160)x40
1080x = 6400

S, = - (-4070) = 4070
Table 2.1
X Part) Pl 00 8, (x) 52(x) Wix)
-o - + - + 3
0 + = = + 2
+o + + + + (8]

The number of real roots is given by W{-o) - W(4e) = 3-0 = 3.
Hence theare are thres real roots. The number of negative
roots is given by W(-2) - W{0) = 3-2 = 1. The numbar of

positive real roots is given by W({0) - W{+eo) = 2-0=2

2.2 Graphical Method

One of the methods for separating roots is the graphical

method. This method can be applied in two ways.

1% Technigue: This method involves the construction of the
graph of the function y = F}(x). The points of inter-
section of the graph and the x-axis yields the wvalues of
the root. From the graphs we can easily locate two numbers

a and b which include one root between them. For

example, we can separate the roocts of the aguation

xs__sx.—,l; Q s sEwWESS (2-4)

g




Example 2.4

Let us first determine the maximum and minimum points (if they
both exist) of equation 2.4. This will help in determining

how the graph must lock like.

P‘s(x) =3 -3=z0

1}
fi¢
[

¥ = 1, therefore ¥

Pl%(x) = 6x = 0
at -1, Pli(-1) <o,

at 1, 9“3(1) >0

i
[t

Hence we have a minimum point at x
Hence we have a maximum point at x = 1

Table 2.2

x |} -3 1=z | -1 | o |1 | 2 | 3
Y | =19 | =3 | 1 § =1 i =3 1 | 17

Fig. 2.1




From figure 2.1 we can see that the graph of y = - 3x - 1
cuts the x-axis at the points a, b and c¢. These are the
rocts of the egquation in (2.4). They lie in the domains [-2,

- 11, [-1, 01 and [1, 2] respectively.

gEngghg;gggg: In this technigues, all the terms of the
equation P (x). is re-written in the form F(x) = g(x). The
graphs at F(x) and g(x) are then plotted and the abscissas of
the points of inter-section of the two graphs are the roots of
Pyl - Finally, from the graph plotted, the domains

containing thess points are detsrmined. We =hall apply this

technigque toc the equation 2.4

Example 2.5

y = 33 - 3x - 1320
Re-writing the eguation in the form F(x) = g{x), we have
%3z 3x o+ 1

al(x) = %}, F(x) = 3x + 1

Table 2.3
g(x) = x
X -3 -2 -1 0 i 2 3
g(x) -27 -8 -1 0 1 8 27
Table 2.4
f{x) = 3x+l
% -3 -2 -1 0 1 2 3
f(x) -8 -5 -2 1 4 7 10

13




From Fig. 2.2, we can see that g{x) and f{x) intersect
at the points a, b and ¢ which are contained in the

intervals [-2, -1], [-1, 01, [1, 2].

Figure 2.1 shows the graph P, (x) cuts the graph at three
points and hence it has three roots. If, however the curve
touches the abscissa, Fig. (2.3), then the equation has a
repeated root at that point. It means that the values of
P, () and P“n(x) at that point is zero. If P,(x) has three
roots (whare n = 3) and it’s curve cuts the x-axis at just
one point, then the equation P, (x) has a real root which is
being repeated three times, fig. 2.4: 1In other words, the
rooct has a multiplicity of three or a multiple roct. In
this case, the values of Pnix). P%(x) and P“n(x) at that

point are all equal to zero.

Fig. 2.3 Fig. 2.4
\ 14
g/ 1 P =62
fnz=z S
. 2
— - ) =
A, 2, ! o e




The graphical method is not very precise but gives 2
roughly determinaed intaerval of separation of the roots.

However, it is very helpful in cases of repeated roots.

Analytical Method

Using some properties of functions studisd in the courss
of mathematical analysis, we can separate the roots of the

equation Pn(x) = O,

Thegrem 2.2 {(Intermediate value thesorem):

If a2 function ﬂ#x) i= continues on the interval [a, b]
and assumes values of unlike =signs at the end-point of this
interval, when at least cone root of the egquation ﬁ#x) = 0

lies within this interval.

Theorem 2.3 :~= If a function P (X) is continuous and
monotonic on the interval [a, bl and assumes values of
unlike signs at the end-points of this interval, there is a
root of the equation P {x) = 0 within the interval and the

rogt is unigus.

Theorem 2.4:- If the function Pn(x) is continucus on ths

intaerval [a, bl and assumes values of unlike signs at the
end-point of this interval and derivative P%(x) retains sign
within the interval then there is a roct of the sguation

Pﬂ(x) with the interval and the root is unigus.

The following sequence of operations is used to

saparate the roots using analyticzal method:

/

)




{a) Find the first derivative P%(x) of the function P, (x).

(b) Compile a table of signs of the function P, (x) where x

is the critical value (or root) of the derivative P, (x)

and/or values close toc it and the boundary wvalues

{(obtained from the domain of permissible values of the
unknown, x).

{(c) Determine the end-points of the intervals in which the

functions P, (x) assumes opposite signs. These

intervals contains only one root within each

interior.

Example 2.6
We shall apply, the analytical method to equation (2.4) to
illustrate how the method works.
P,(x) = - 3x - 1 -~
Pﬂ#x) = 3x5-3 = 0
The roots of P% are x = 1 and x = -1.

We then compile a table of signs of the function Pn(x) at

and around these points.

Table 2.5

X =@ it | 0O 1 =@
signs of | - + - - +

_P0x)

From the signs of Pn(x) in table 2.5 we can see that
the rocts according to theorem 2.1 lies in the intarval [-o,

=11, [~=1, 01 and [1, + =]. WHWe now have to obtain the end-

o




points aand b to replace -o and +o in the first and
last intervals such that the signs of the values of Pn(a)

and Pn(b) corresponds tc the signs of Fm(-m) and P, {(+=)

respectively. Now, we have that Pn(-z) = -3 <0 and P"(2)
= 0.
b -2 = 0 L 2
=igns of |- + - - +
LACY,

Hence we choose -2 and 2 to replace the end-points -o
and +o respactively. Hence, the roots lie in the intervals

-2, -1]. {-1, 01 and [1, 21




CHAPTER THREE

Iterative Methods and Their Applications

3.k Bizection Method
Let us consider an algebraic squation P (X) = 0 which
is continuous and separated on an interval [a, bl]. We
have to find an approximate root &€ E [a, bl with an

accuracy €. Since the equation is separated on the

interval [a, b] then there exists an exact solution ¥X; E
[a, b] and the end point a, b have opposite signs or the

function Pn(x). That is Pn(a).Pn(b) <0.

The error of the approximate solution £ must not
excead the length of the interval b - a. That is b - a
<e. If however, b-a>¢ then the regquirement for accuracy
of calculation has not been attained. To attain the

ragquirement i.e. b-a<s, we must choose new values of the

end-pocinte a= a_ and b

" b0 sg that pn(ao)'pn(be) <0. WHe

continua this process of replacing the end-points a, b

until we obtain the interval I[a bn] such that

8,
o (an) 'pn(bn)<° and bn-aRS&.

In order to achieve the aforesaid replacements of the
end-points a, b, we have to obtain the mid-point G, of the

interval [au, bu] where a=a, and b:bu. Whare

C:ak"'bl/z k = O, 1, 2- EE sa (3.1)

[ «




Having obtained C , we note that the sign of P (C,) must
coincide either with the sign of P (a;) or with the sign of
pn(bo)' At the end-points of the interval [a, g, ] or the
interval [g;, by the function P, (x) has the same signs, but
has opposite signs at the end-points of the other interval.
We chose the interval in which P (%) has opposite signs at
the end-points and reject the other interval since the root

£ of the equation Pn(x) = 0 is contained in the chosen

interval, according to the theorem.

We denote the retainsd interval by [al, bl]

where:
a, = { ¢, sign F(au) = sign F(co)
L bo’ sign F(ao) # =ign F(cu)
b, = { C,, sign F(bo) = =ign F(co)

{ by, sign F(b)) # sign F(cg,)
In other words,
ayy = {c,., sign F(ay) = sign F(C,)
{z, sign F(a) # sign F(C)

{c,, sign F(by) = s=ign F(Cy)
{by, sign F(b) # sign F(C,)

Py

If however, F(Ck):o.(oskSm) then C, is the exact root
of the equation Pn(x):o. The graph P“(x) baelow explains the

bisection method geometrically.




Fig. 3.1

When we finally obtain an interval [ao.t%] such that bn'

a" <e, then numbers a“and bnare the approximate roots of the

equation Fm(x) and we may choose £ such that £ = a, or £ =
Error of Approximation: The error of approximation e is

given by:
b-a < £

at the k+h interwval [an. bk]- we obtain the length of the

interval by the formula:

b2y = b-a/2¥
where k indicates how many divisions have been performed. If
E = (awﬂ%g/z is taken to ba the approximate root, then the
error € does not exceed (b-a)/2™
Hence |x- &£| = b-a < b-as2M < €

Example 3.1




We shall now apply the bisection method to egquation 3.2

below:

ps()() = )(3"'3){2'3)( = o L L LT T, (3.2)
where € = 107 {0.001)

First, we shall sesparate the roots of the equation 3.2 using

the analytical method.
P%(x) = It +bx
3xleéx = 0
3x(x+2) = 0 , % = 0 and x, = =2

We shall now compile a table of signs of the function

xyﬁxzms for some values gf x to determine the placses of

=2ign changes and hence the intervals of tha roots.

Table 3.1

A

=3

=1

0

signs of
Py (X)

There are three sign changes.

interval [-o, -2].

The first root lies in the

PS(-S):_:'.. Since Ps(-s) has the =ame sign with Ps(-m). wWe

raplace -o with -3.

same positive =sign with P3(+m), we

Table 3.2

X -~ -2 =1 0

signs of | - + - +
P, (X}

Alsoc Ps(l) = %+ 1 and since Ps(l) has the

replace +o with 1.

—




This means that the roots of the squation x§+3x2-3:0 lie in

the intervals [-3, -2] [-2, -1], [0, 11].

Let us cbtain an approximate value of the root £, with an
accuracy equal to € = 107(0.001). Lat the root £ be the

smallest root lying in the interval [-3, -2].

We have that

P;(-3) = -3 and Py(-2) = 1
Py(-3) . P(-2) = -3 < O.

Hence, let a, = -3 and b, = -2.

Using equation 3.1, we obtain =

C,m3+(-2)/2 = -5/2 = -2.500
P;(-2.500) = 0.125
Since PS(CQ) and Ps(-z) have the same sign.

We now have the new interval [-3, -2.500)

Hencse, a = g = -3 and bl = =-2.500
Cl = =3+({~-2.500)
------------ = -2.750
2
P;(c)) = -1.111.
Hence a, = Cl = =2.750 and bzzbl = =-2.500

Table 3.3 gives the rest of the computation

Table 3.3
K a by Xp=ath, 2 Xy 3" P, &"3 _
) = -2 -5 - 5150 -15.625 | 18.750 |0.1
1 -3 -2.500 =-2.7250 =20.800 | 22.689 | -1.111
2 P D =2.500 ~2.625 =17.990 1 20.670 | ~D.320
3 -2.625 =2.500 2.563 =16.840 1 19.701 | 0.13%9
4 =-2.563 =2.500 -2.952 =16.320 | 19.233 (0.003
5 ~2.5963 =2.532 -2.548 =16.540 1 19.479 | -0.071




3 -2.548 -2.532 | -2.540 -16.390 ] 19.356 | -0.034
7 -2.540 -2.532 =2.536 -16.310 | 19.293 |-0.014
8 -2.536 -Z2.532 -2.534 =16.270]| 19.263 | -0.007
9 -2.534 -2.532 |-2.533 -16.250 119.248 | -0.002
10 =2.533 -2.232

In the table above, the signs - and + at the upper

indices of 2y and bk means that P3(ak) <0 and P3(bk) >). The
root of the equation £ = -2.532. Note that the above
procedure could also be applied to obtain the roots in the

intervals [-2, -1] and [0, 1].

3.2 Chords Method

This method is also know as the “false position method”
or the method of linear interpolation. The idea of this

method is that on a sufficiently small interval [z, b]l, the

‘arc of the curve y = Pn(x) iz replaced by the chord and

the X =~ axis is taken as the approximate wvalue of the
root. Where the function P, (x) is continuous with first
and second derivations in the interval [a, bl and
Pa(a).P(b) >0. Tha method of chords comprises of two cases.
Caseg 1: 1In this case, the first and the second derivatives
of P (x) are of the same sign. That is, Pnl(x).Pnu(:-:) >0 in
both cases. The graph of the equation P (X) = y passes
through the points A, (a, P (a)) and B(b, P(b). The
required root of the egquation is the abscissa of the point
of intersection of the graph and the X-axis. We do not know
this point and so we choose x;, which is the point of

intersaction of the chord ﬁo B and the ¥-axis, as an

e




approximation to the required root x. To cbtain the valus
of Xy, wWe considar the eguation of the chord AB. This is

given as:

--------- ; S — ———— SEEERNn = ENuES (3-3)
P“(b)-Pn(a) b-a
Howevaer, since we are interested in obtaining the values of
%, the root of equatiocon Z.3, at which y = 0, then

eguation 3.3 becomss:

-P,(2) ) X —a
P(b)-P(a)  b-a
Pa(a)(b-a)

S W SR mwese . o (3.4)

Pa(b)-P.(a)

The root iz now within the intarval [xl. bl. Howsver, we
can refine this interval until it suits cur purpose. The

graphs beslow illustrates the idea of this method in a

ﬁ@? @,
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geometric mannar.




In Fig. 3.2{(a), we connect point (—\l(x,Pn(x) with point
B(B,P“(b)) and find x2. %2 is the point of intersection of

the chord AIB and the x—-axis.

Pn (Kl) (b-xl)

pﬂ(b)_pﬂ (xl)
Continuing this procass, wa have:

Pr O (b))
xk*‘ = xk e e s Cialad EENENSNANASS S =2F 8 8. (3 - 5)
P, (b)-P, (%)
Case 2:- In this case, we have that Pﬁ(x). P;I(x) <0 and

.............................................

P(a).P(b)<0, of course.

Let P“l(x)<0 and F'nn(x) >0. The graph of tha aguation P“(x) =

y is given below:

@)70' ﬁ@)LO Fig. 3.3
N %‘,\@Ao) /3 607° f | A @/70

@L &




We consider Fig. 3.3(a) where Pn(a) >0, and Pn(b) <0 and
Pn(x)<0. Pn“(x) >0. We connect the points A(a, Pn(a) and Bu(b,
Pn(b)) and write the equation of the chord which passes

through the points A and By-

--------- B e nrmansssnes (336)
P, (b)-P, (a) b-a

Equation (3.6) is similar to equation (3.3). The only
difference is that while b is a stationary point in
equation (3.3), a is a stationary point in equation (3.6).

Ltike in case 1, ¥; is the desired solution to the
equation (3.6) and also an approximation to the exact root
%. ¥, is the intersection of the chord AR, and the x-axis.
At X=Xy, y=o.

Hence equation (3.6) becomes

p, (b)(b-a)

P(b)-P (a)
Continuing the procass we have

xk{,l = X* i e o SEmsEssInsusSESeEy 5. (3-7)
Py (¢ )-P(a)
The root £ 1is now ¥, which is in the interval (a, xk). Wa

can determine the stationary end-point and have the formula to

apply by applving the following rule:

The stationary end-point of an interval is the end-point for
which the =sign of the function coincides with the sign of the

second derivative i.a. if Pn(b).Pn'(x)>0, then the statiocnary

>




point is b and hence we make use of equation (3.5)

However, if P (x) x P“d(x)>0, then the stationary point is
a and so we make use of equation (3.7).

Error of Estimation: If we have that M<2m whaere M =
Nax/P;(x)/ and m = Min P'(x)), then we can use the
formula below to determine the error of the root lying in the

interval [a,b].

:x: el g: < : Xk-)(k_l: . san P (3.8)

Where £ is the approximate of the root x. x and ¥, are the

approximations at the kth and (k-1)th stages respectively.
Exampla 3.2
We shall once 2gain consider equation 3.2 in example 2

fgain let £ = 104(1.3. 0.001) and let us consider the root

in the interval [-3,-2].

Bafore wa start, we must verify that the condition miZ2m

is fulfilled in the interval [-3, -2].

PO = 3+ ex

M= Max ! PlL(x)! = 127 - 18] = 9
[-3,2)

M= Min} PLGOY = 112 - 12} = 0

i-3,-2
Hence m>2m. So thea condition is not fulfilled. We now raducse

the interval by taking the midpoint. Midpoint of

[-3, -2] is -2.5. P(-2.5) = 0.125.

So we replace -2 with =2.5 since the function of both points

&




are positive. Hence we considar the new interval

mos Min | PRI = 3075

1.9

i~3,~L

&gain M>2m. S0 wa find tha midpoint of tha interval [-3, -~

?.5]. The midpoint is ¥ = 2.75% and F{(-72,75Y7D.
Hanoo, we replaca -3 with -2.7% and =0 we again have a new
intarval [-2.75,-.25].

M = Max | PJ (x)! = 6.182,
1-2.75,-2.5]

So M<?m is fulfilled. Tharefore, to astimate tha error
of the root lying on the intarval [-2.75, =-2.5], we aay apply

aquation 3.8,

The next thing is now to detarmins thae formula that must be
used for calculation by detarmining the =sign of the second

derivation.
P 1‘('z-:) = 6x + 6. <0 for all x
P.(-2.75)<0 and P, (2-5) >0, P (~2.75). P HM(x)s0

Hence ¥ = ~2.75 is the stationary point 1.8 a i= the

el

stationary point. Hence we smploy aguation 3.7

P“ ('}(k)()(k = 3)

== e ey o was < s over o TmY v

N CHENEY
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Where a = -2.75 and Pn(a) = =1.111

Table 3.4 below gives the valuss of %y

where %y = -2.5.
Table 3.4
K = xf 3x127 P, (%) ¥ - a :R.iz%li&g:mal
B (p-b.(a)
=2 -15.6251]1 18.75 0.125 0.25 -0.02

-2.525 ] -16.098 | 19.1268 0.0288 |0.225 =0.006

-2.531 -16.213119.2180 | 0.0050 } 0.219 -0.0009

L2 0] Lo o)

~2»2319

% ==2.531 and ¥3==2.5319 (xs-xz) = 0.0001 <0.001 and so

rounding off to the thousands place, we get £ = 2.532.

3.2 Newton’s Method

The idsa bahind Newton’s method, geometrically, is the
raplacemant of the arc of the curve Pn(x) = v with tangent
to the curve. Like in the method of chords, the Newton’s

mathod involves two casss.

Case 1: In this case the signs of the first and
second derivatives of the function P (x) are alike. That
is assuming that P, (x)=0 has been separated on the
interval [a, bl and ﬁf(x) and PJL(X) are continuous and

retain constant signs throughout the interval [a, b]l.

So, considering cases whare F%'(x). ﬁ((x))O we have
Pn(a)<0. Pn(b)>0, Pn‘(x)>0. Pn'(x)>0 or Pn(a)>0, Pﬁ(b)<0.
Pn‘(x)<0 ﬁf {(x)<0.

The graphs in fig. 3.4 <show the tangsnts to thesa curves

I3
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In Fig. 3.4(3) we draw a tangent to the curve y = Pn(x) at the
point Ba(b, F(b) and find the abscissa of the point of
intersection of the tangent and the x—-axis. The equation of

the tangent at the point Bo(b, F(b)) is given by:-
y = Py(b). = P LB (x-B) somrmrnn (3.9)
R and y = 0 at %;. Hence {(3.9)

becomes:

The root is now on the interval [a, xg Fig. (3.4). Applving
the Newton’s method again, we draw a tangent to the curve at

the point 8 (%, F(x))




We cbtain

Pn(xk)
xk+l = Xk - -1- ------ PRI L e P P R T ('3 - 10)
P a (Xk)
From fig. 2.4, we can sse that all the valuss of X, are

approximate values of the exact root Xy » by excsss.
Case. . 2: In this case, P%(x), Pun(x)<0.

We are talking of cases whare Py (a) <0, P(b)>0 F'1 {(x)>0,
are P (a) >0, P (b)<o, P! (x)<0, P (x)<0.
YA
o

A

P,. (90

‘!1
-
tﬂ
0’.»0
.
-

e | A
ﬂ(v 0, f'@’
Peo™#“ | ) |

S e T

b

f@. 2.5 we can sse that if we draw a tangeht tc the curve
P“x):y at the point B it will cut the x - axis at the
point which doss not belong inside the interval [z, bl]. Aas

a result of this, we draw a tangent at Ay {a, Pn(b)).




The equation for this tangent is:
y - P(a) = Pla) (x-a) —====mmmmmmmmeee (3.11)

At the point x - Xy, we see from fig. 3.5 that vy = 0 at

the first tangent. Hence equation (3.11) becomes:

- pla) = Pl (x-a)

1
i
1
o]
P
i
Nt

%3
------ EEmENSSSEARS S 2R (3 - 12)

The root of the equation is now in the interval [x;, b].
Continuing this process of replacing %, r =1, 2, ———= -
in each of the tangents to the curve (fig. 3.5), where x in
each case have a value of y = 0, we obtain the general
equation

ktl k bl b O (3.13)

In this case, the successive approximate values Xy obtained
are less than the exact value x. That is the approximate

value § approximates x, by defect.

Like in the method of chords, the formula used depends on
the stationary point. In this method, the statiocnary point in
the interval [a, bl is the endpoint at which the sign of the
function does not coincide with the sign of the second
derivative. That is to say that the endpoint whose sign
coincides with the sign of the second derivative is the
varying endpoint. For example, if Pn(b). P'%(x)}O, then b

is the varying endpoint and the initial point is qr

AL




Alternatively, if F%(a).Pun(x) >0, then the initial point
a,-
Error of approximation:- Lat us assume that
g = X - Then we have that:
:x; - §:£:Xk+l-xk:

but in (3.13) we have

¥ - b = Pn(xk)
B 13! ko Y R
Pn(Xk)
Hence, v POy
v A = X o 2§ m——— !
““ ‘ L pl (g
Pn(xt)
Therefore (X, - £ } £  =——=—
Pln(xk)
Generally, we use the formula
% = £ ] : Pn(xk)!

e m T I—— N T

Where m = Min IPlpn x !
[a b]

is

The formula in (3.14) can be usad in the chords method. Also

like in the chords method: M<2m must be fulfilled, in ths

interval [a,b].

Finally, if the derivative P%(x) varies slightly on the

interval [a, bl or if it i=s computer in a2 complicated way, ws

may use the formula in 3.15 to simplify calculations.

%!




Formula 3.15 is called the Mewton’s simplified formula. That
is, it is sufficient to calculate the valua of the derivative
at the origin only once. Geometrically, this msans that the

tangent at the point Bn(xnpn(xo))

we replaced by straight linas which are parallel to the
tangent drawn toc the curve y = ﬂgx) at the point B, 0%,
P(x)).
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Example 3.3

We shall again solve equation 3.2 using Newton’s method.
Already, we have sean in example 3.2 that the rooct of the

equation lies in the intarval
[=2.75, =2.5]
P2 75)%
Pe(x) = 6éx +6 <0 V x € [-2.75 - 2.5]
Hence P (-2.75). P! (x) >0
So -2.75 is the vary point and -2.5 is the stationary point.
Py (-2.75) = 6.188.

For the sake of convenience and easy computation, we

shall employ Newton’s simplified formula in equation 3.15.

Table 3.5 below gives the valuss of %y -

Jable 3.5
N xsk szk Pali) P(
(1 (2) (1)+(2)-}|6.188
3

0 -2.75 -20.797 22 .688 -1.109 -0.179
1 -2.71 -16.994 19.830 =0.160 =-0.027
2 -2.514 =16.465 19.416 =0.049 -0.008
3. =2.53& -16.310 19.294 =0.016 -0.003
4 -2 . 333 -16.252 19.248 =G.004 =0.00&
5. -2.5324

The approximate value & of x; is -2.532 approximating to
three decimal place. We sese from table 3.5 that h%-x4 -
= 1-2.5524 + 2.533 |} = 0.0006 < 0.001.




3.4 Mathod of Successive Approximation

This method is simply referred to as the iterative
methods in some books. It is one of the most important
methods for solving algebraic equations. The operations
carried out at each stage are of the =ame kind and s=so

computation is made easy.

Let P (%) be a function which is continuous on an
interval [a, bl and there exists a point x, € [a, bl at which
P,(x) vanishes. That is, P, (54) = 0. 1In order to apply the
method of successive approximation toc the problem of finding
the approximate value & of the exact solution, x;, we must
first replace the squation Pn(x)=0 with an equivalent

gquation @ (X) 7 X s r—————————— (3.16)

The aguation in (3.186) must have the =same root with
P, (X)=0. The root of the equation P, (xJ)=0 is x, . P,(x4) = O.

Hence the root of equation 3.16 is also x;

PN IEH, e e (3.17)

There are numerous ways of arriving at the aguation in
(3.16). However, when we finally do arrive at it, the next
thing to do is to chooss the initial approximation x, €
[a,b]. We substitute k, on the left hand side of equation

{3.16) to cbtain ¥y

plx) = % . . « (3.18)

Continuing this process of substitution, we obtain Hg o Xgs swurene.

Generally, equation (3.18) is of the form:




olx) = Xy - (3.19)

If there exist a limit lim A then the limit is the exact

solution %, of equation (3.16)
Lifh 3G = My = cscessscsacasscassnacrcas (3.20)
whare n 1is sufficiently large and (3.19) is convargent.

We have already mentioned that there are numerous ways of
arriving at the equivalent equation e(x). It is important to
note that the equation o¢(x)=x which we choose to raplace
Péx)=0 must be the appropriate one. It must be convergent.
Befora we discuss the general technigue for constructing the
function e(x), let us introduce a theorem which defines the

conditions for convergance of the function e(x).

Theorem 3.1: Let us assume that the following

conditions are fulfilled:

(1) The function @{x). is defined and differentiable on the

interval [a, bl.
{(2) All the values of o(x). € [a, b] for x € [a, b]l.
(3) There is a number = < I such that
ox ¢ = <1 wela, bl

{(in thecrem 1.2 we have already ssan that

Max 1o (x))

[a, b]
Then, the equation {(3.19) converges irrespective of the
choice of the initial approximation %y [a, bl and the lim

X = X is the unique and simple root the

=%




equation (3.19) on the interval [a, b].

In order to generate the function ¢(x), we will consider
first the case where PJ(x))O. Let P (x) have a unique
solution xg€l[a, bl and lat Pln(x) have a unique solution xg&la,
bl and lat P%(x) exist ¥ x € [a, bl and retain sign so that

m < PO <

M, where mlzminlpln(x):and Mlzﬂax/Pn(x)/. We will replace

. [a,b]
equation

Pn(x) = D
with an equivalent equation % = x = A Pn(x)""“nuun“"..(S.ZI).

In order to fulfil condition {3) of theorem 3.1 above, wuwe

must choose the right value for the constant A.
p(x) = x = A Pn(x) csstpmesyasven L Bo )
’l (x ) : x - h Pnl (x ) HEANAMEEE RN RS S, ('3 - 23 )

In condition (3) of theorem 3.1, we havs that
9 (<1, Hence ! 1 = A PL(X)! < 1 somessmsmammmsnns. . (3.24)

Solving ineqguality (3.24), we have:
- L £ %= VTS TS R——c L
From the right hand side of 3.25, we have
1 - aPrlo) <1
0 < A Pl (x)

O < A or A >0




From the left hand side of 3.25 we have
-1 < 1 -APMO
A Pnl (x) < 2
A< 2/p00
Hence 0< A < 2/ P#(x).

Usually, we assume 1/Ml to be A. Where M, = Max : P% {x)]

[a, b]
Hence, equation (3.22) becomss:
e 6 = x = P0G
----------------- (3.26)
M

However, if P%(x) <0, then aguation 3.24 becomes

b1+ AP ) <1 - (3.27)
Inequality (3.26 becomes
-1 < LHARPM) €1 mmmmmmmmmm e (3.28)
The right hand side of (3.28) gives:
1+ RPIG) <1
A P:(x) < 0
A < O
The left-hand side of (3.28 gives:
-1 < 1+ AP

-2 < APM)
-2/ Pal(x) < A




Hance we have

-2/ PHx) <A < 0O

1
Let us assumg —-————-— = A. Then equation 3.26 becomes
M
$K] = P} s (3.29)
W Fm———

Error of Estimation: Let us start by considering the defarance
between the exact x; and the approximate value £=x,

g =X 1= 1elx) - ek, ) (3.30)

where 9(x) = x and o(x,)

¥, in eguations 3.17
and 3.19 respectively.

I 1E B 1C D T TS R b S
zexy Ry b o 0 S 0 T oxat mig oy = (3,31

From equation 3.31 we have

N N - R R T A L S S R Y

g T X T = o % T S| g T X

Xy = ox 0 (1 = e ) < Iy = X

= 1 %y - xt 1 < = . Ky T xk'l' ------------ (3 32)

1 = =

Also

Dy xS s g moxgy) S 1k = Xl (3.33)
1 = o 1] - =

1 - =

R
o=
5
i
LS
1~
m

-------------- (3.34)

Now, from (3.34) :-

- < € (1-=)
VX TR




Taking the log of both sides, we have

K log = £ Log € (1=)
« < 1, hence log = < 0 T el
€ (1-=)
K(E) 2 Log  1x) = X! e rn o (3.35)
""" tog =

Relation (3.35) makes if possible, after the first iteration,
to find the maximum number of Itarations, K, necessary to
calculate the approximate root with the special accuracy e.
Whers X = &.
If = < %, then equation (3.32) becomes
'

e = 3 L £ _ % 1 i v ¥ga |}
3 k e k k1

= 1% - %y ' s:xk - Xy § I (3.36)
That is if o < 0.5, sgquation (3.36) may ba used to

gstimate error whars

== max q;l xX)

[a, b]

and from (3.23) @l(x) = 1- thl(x). Therafore = = 1 =
?sPnl(x). We assumse
A = M and :Pnl(x): = m.
Hence, ml

I : l e NENEEPE NNSNSRARNEE Sy (3 - 37 )

"

Where M, = Min }Pln(x),', Mo . Max :Pln(x):

[a, b] {a, b}

Example 3.4
We shall again =solve squation (3.2) using the method of

suyccessive approximation.. In equation (3.2) the eguation

Gl




Ps(x) = 3343x2-3Z% = 0 has a root lying on tha interval [-2.75,
-2.5] with an accuracy of 0.001.
P%(x) = Ixlex

Moo= Max ! PO = ) PL(-2.75)! = 6.189
[-2.75, -25]
m = min PO = 1 Ph(-2.5)) = 3.75
(M, <2m;)
m! 3.75
- R = 1 = e = 0.39 < 0.5
M, 6.189

Hence, we may make use of relation (3.36) to estimate the
error of approximation. In other words for ix - %, not to
be larger than €, it is necessary and sufficient that [x -
Xt < €
Now, Pl(x) >0 ¥x € [-2.75 - 2.5]

Hence equation 3.26 gives the eguivalent aguation.

e(x) = x = P00
M
p{x) = X = xﬁ + Sxﬁ - 3
-------------- Where M, = 6
&
Hence according to (3.19)
_ kS 2
¥ = X = ¥y + 3x - 3
k+l k ----- k-' ----- k-' = ' LR E 21 13 7 8 3 (‘3 - 38)
&

Equation (3.38) gives the valuss of Xy for k = 1,2,3 -—-.

Wheare X =0 2.75.

y &7 O




Table (3.6) beslow gives the computations.

Table 3.6
K Xy Xp 3y = (xp 3%, -
3)
)
0 -2.73 ~20.797 | 22.688 | 0.185
1 -2.565 | -16.876 119.738 |0.023
2 -2.542 =16.426 | 19.385 0.007
3 -2.533 | -16.252 |19.249 |0.0005
4 ~2.9325
From table 3.6, we have that xg
= -2.5325 and ¥, = 2.533. %~ X
= | =-2.5325 + 2.533 ! = 0.0005 <& = 0/001
Hence & = -2.533 approximating to three decimal placas.
:x’ . §: < £,

“f3




CHAPTER FOUR

Development of an iterative Method

4.1 Introduction

In section 3.4, we did mention that the equivalent
equation {(@(x) =x) given in equation 3.16 can be derived in
numerous ways. Basad on this statement of fact, we shall
derivae an iterative method which must, of course, satisfy all
the conditions given in theorem 3.1. Later in this chapter,
we shall apply the iterative method to equation 3.2 and other
non-linear algebraic eguations to sea how it works.

In a branch of Mathematics called functional analysis, a
strictly convex functional, g, is defined ad follows:
Defipnition 4.1:- Let K be a convex subset of a normal
gpace, x. Then a functional g defined on k is called a
strictly convex functional 1if
glax+(1-a)y) <ag(x)+{(1-a)gly). — ~-(4.1)

X: ¥ E K.

Now, let g{x) = = . IT x = X ot and

y = x, Then from equation (3.19)

904 =

If the exact solution ¥y = Xy
then, g(xm) = X

How, YX, ¥EX,

Then gy} = x

g(x) = x




Therafora, gfy) = g (x). S8bstituting these in equation

{1.4), we have
agl(x) = ax+(1-a)g(x). R (4.2)

We shall re-write eguation 4.2 as thus

FTEI R U T E L0 W1 1615 WeRen—— -
where A 1is a constant, to be determined.
Now,g(x) and f(x) = © where
P,(x) 1is the initial algebraic equation

x —g{x) =0

wn x = g(x) = P
e x = P{x) = g(x). . .(4.4)

Substituting equation (4.4) into (4.3) we have:-

x = xAa+{(1-A) (x-P,(x))

x = XA (x=P, ()= xA+ AP (x))

X = xAtx=P ()= xa+ AP (x)

x = x = P{x)+ A P(x) . ; . (4.5)

Equation (4.5) is the equivalent equation wa nead. As wa have
already mentionad, this equation must satisfy all the
conditions given in thesorem 3.1.

gl(x) <1 (Condition 3, theorem 3.1)

gl(x) Pﬁ(x)+ A Pﬁ(x) 3 {4.6)

- 1< 1 - PJ(x) + hAPJ(x) < 1 1is a necessary condition

for convergency

of eguaticon {(4.53)

-1 <1 =P OO+ A PIGO) € 1 . (4.7)
- 11 =P+ a RGO 1-P, GO+ AP ()<t
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"i """" <A AL --l ------ = i 1
Py () Py (%)
A< 1
Hence, P#(x) -2
---------- <A <1 L -
(4.8) 1
P (%)

The inequality in 4.8 gives the interval within which A

exists. Let us

assume then that & —~ P#(x) -1
---1 ----- FussEEsSE S (4-9)
Pp ()
Since PJ(X) -2 ﬂ}(x) -1
s < < 1
P, () PO
Whare P;(x) = Max : ﬂ}(x) ! = M
[a, b]
Hence, equation {(4.5) becomes
g(x) = x - P + M-1
--E--- Pn(x) ....... {(4.10)

However, if Pnl(x) <0 ¥ x € [a, b]
then equation (4.6) becomes
@y = 1+ P00 = ARID s - (4.11)
Then,
-1 <1+ Rl -artoo <1

i.e A < 2+ P (x) Pl
----- and ====-=-=_ = KA

........... WP | W L




Let A = 1+p.1 )

P,
where Pnl(x) = M = Max ! Pnl(x) :
Equation (4.5) becomes fa, bl.
g(x} = x = PG) + 1M OO

M

So, given an interval [a, bl which contains one solution

of aquation ﬁﬂx) = 0 and such that the condition M < 2m

is satisfied

where M = Max | P#(x) - and m - Min ! P#(x):
{a, b} [a, b}

then egquation 4.10 and 4.13 can be usad as substitutes or
equivalent equations for F'“(X) z 0 in order to obtain the
sglution 1in [a, bl.

i.e  glx,) = xpq= Pxp) +_M-1 PalXpey)  wemm . (4.14)

where ¥ x, € [a, b]l, g(x)e [a, b]l, g'({x) < 1, and Pnl(x) > 0
+ - P + 1 +

Wo? Py T A FLIE bl e (a8

where ¥ x € [a, bl, g(x) € [a, bl, g'(x) <1 and

P;(x“ﬂ) <0.

4.3 Applications
Let us now apply equations 4.14 and 4.15 toc thres

different algebraic equations. In each equation, we shall

gbtain at least two solutions of the egquations. We =hall be

considering third, fourth and fifth order algebraic equations.
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Application 1 Third order Equation

The third order equation we shall consider is equation
3.2. Already this sguation has besen separated in tables 3.1
and 3.2. The roots of the equation lie in the intervals [-3,
-2], [-2, -1] and [0, 1], respectively.

In chapter 3, the root of the equation lying in the
interval [-3,-2] was obtained using the four iterative methods
discussed. In this section, however, we shall cobtain the root

lying in this interval as well as the largest root lying in

the interval [0, 1], using ocut iterative method.

) = K+ 3 - 3 = o0
» [-3, -2] and € = 0.001
P;(x) = 3kt + 6%
Pi(-3) = 9 Pl(-2) = o

Hence M > 2m
So we reduce the interval finally to
(-2.75, -2.5) (see section 3.1)
Pl(-2.75) =  6.19 Pi(2.5) = 3.75
M <2m
where M = 6.19 and m = 3.75.
So we have
F(x) = x + 3¢ -3
X e [2.75, -2.5]
since Pj(x) >0 ¥ x € [-2.75, -2.5]

then wa shall employ equation 4.14

90q) = xq TROg) ¥ ML Pilxgy)




0.8384

Hence, eguation 4.14 becomes
g (xpy) = % = Pylx¢py) + 0.8384 Py(x,,) cmmvmimumeenn. (4.16)
g () = 1 - phix) + 0.8384 PL(x)
gl (-2.75) = 1 - 6.19 + 5.19 = 0 <1
gl (-2.5) = 1 -3.75+3.15 = 0.39 <1
(1)  Py(-2.75) = -1.1094
g{(-2.75) = -2.75 + 1.1094 - (0.8384)(1.1094)

= -2.5707
(2) Py(-2.5707) = -0.1630
g(-2.5707) = =-2.5707 + 0.1630 - 0.1367
= ~2.5444
(3) Py(-2.5444) = -0.0505
g{-2.5444) = -25444 + 0.0505 - 0.0423
= 2.5362
(4) Py(-2.5362) = -0.0167
g{-2.5362) = =2.5362 + 0.0167 - 0.0140
= =-2.5335
(s) P;(-2.5335) = =-0.0057
g(-2.5335) = =-2.5335 + 0.0057 - 0.0048
= =-/25326
(6) Py(-2.5326) = 0.0021
g{-2.5326) = =-2.5326 + 0.0021 - 0.0018
= =-2.5323
(7 Py(-2.5323) = 0.0009
g{-2.5323) = =~ 2.5323 + 0.0009 - 0.0008

45




= =2.5322

(8) P;(-2.5322) =  -0.00046
g{-2.5322) = =-2.5322 + 0.00046 - 0.00039
= =-2.53213
| -2.53213 + 2.5322 |} = 0.00007 <0.001
Hence, & = -2.532
(8) Pi(x) = @ ok - 3
x € [0, 1] € = 0.001
P}(x) = 3x + 6x
PA(1) = 9 RlO) = o
M=29 m=20

M>2m Sc, we nead to reduce the interval o, 11.
Now, F%(O.S) = {(-2.125). also P3(O) = =3
Sg, 0.5 vreplaces 0 in thes interval [0,1]

We have [0.5,1]

Pi0.5) =  3.75:= M A1) =9
M = 9, m= 3.75
M >2m
140.5 1.5
------------- = 0.75
2 2
p;(o.75) = -0.8906, so 0.75

replaces 0.5 in the interval [0.5, 1]
We have, [0.75, 1]
P (0.75) = 6.1875 PLC) 9

m = &6.1875 Mm = 9

M < 2m.

SO




Sc the interval we need is [0.75, 1]

Hence, we have

Ps(x) = o+ 3 -3
£ [0.75, 1] e = 0.001
Since Psl(x) >0 ¥ X € [0.75, 1],

we shall make use of equation (4.14)

90q) =% — Pilg) + M1 Pilxgy)
]
where M=1 8
----- 2 - z 0.89
M g
so,

9 Ot = xpq = Pylgy) + 0.89 Pylxy)
gl ) = 1 - P00 + 0.89 P00
gl (0.75) = 1- 6.1875 + 5.5069

= 0.3194 < 1
gy = 1- 9+8.01 = 0.01 < 1
(1) P;(0.75) =  -0.8906
g(0.75) = 0.75 + 0.8906 - 0.7926
+ 0.848
(2) P(0.848) =  -0.2329
g(0.848) = 0.848 + 0.2328 - 0.2073
= 0.8736
(3) P3(0.8736) = -0.0433
g(0.8736) = 0.8736 + 0.0433 - 0.0385
= 0.8784
(4) Py(0.8784) = - 0.0074




g(0.8784) = 0.8784 + 0.0074 - 0.0066

= 0.8792
(s) P;(0.8792) = -0.0014
g(0.8792) = 0.8792 + 0.0014 ~- 0.0012
= 0.8794

(6) P3(O.8794) = 0.00008

g(0.8794) = 0.8794 + 0.00008 - 0.00007
= 0.8794 1
Now, 10.8794, - 0.5794 | = 0.00001

0.1 < 0.0001
Hence £ = 0.8794

Application 2 Fourth order equation

P ) =x! + 5% -3 € = 0.001
Let us use the analytical method discussed in chapter two to

separate the roots of the fourth order equation zbove.

Table 4.1
~o  |-3 -2 -1 0 |1 2 g +o
+ |+ + - - |+ ¥ + +

Hence, from table 4.1 we can see that the roots lie in

the intervals [-2, =-1] and [0.1]. We shall obtain the two
roots in these intervals

P‘(x) =t + 5% -3

&l 2. =11 € = 0.01

Pplix) =  axdes

PBL-2) "3 = | -271 s 27 = M

PR LY = 311 =1 = m
M>2m

o




So we reduce [-2, -1] finally to [-2, -1.75] by using

the procedure we

used in application 1 above.

Where F RM=2) | = -2 s 2N Ee
b pl(-1.75) | = 1-16.44 ! = 16.44 = m
Heance M<2m

Since P‘l(x) <0 ¥ x € [-2, -1.75]
We shall employ eguation 4.15
g(x) =x=- P (x) + 1+M P

M 27 = 1.04

9 Oy = X = Plqy) + 104 Pi0c)
g') = 1 - PMx) + 1.04 P00
gt (-2) = 1+27 - 28.08 = 0.08 <1

gi-1.75) = 1+16.44-17.1= 0.34 <1
(1) B2} 5 3
glo.11) =32 =3 #3.12 = 1.88
(2) P(-1.88) = 0.092
g (0.11) = =-1.88 - 0.092 + 0.0957
' = -1.8763
(3) P,(-1.8763) = 0.0124
g(0.11) = =-1.8763 - 0.0124 + 0.0129
= =-1.8758
Now, 1-18763 + 1.8758 ! = 0.0005<0.00!




Hence, & = - 1.876

(8) RO = X +sx - 3
x € [0,1] € = 0.001
Plx) = axP + 5
PI(O) = 5 Pl(L) = 9
M=9 and M = 5

] < 2m Hence we may use the interval [0.,1].

Now, since P‘l(x) >0 ¥xe [0, 1].

We shall use equation 4.14

i.s g(xn) = xﬁ'l - P4(Xn,l ) ‘ o M-1 P‘ (xn-l)
M
M = Max | P}(x) 1 = 9
[6,1]
M=1 g
----- = —— = 0.89
M 9

9 O4e) = % = P0gy) + 0.89 Plx)
glx) = 1 - Pl + 0.89 PI)

gt (0) = 1- 5 + 4.45 = 0.45 < 1
gt (1)= 1- 9 + 801 = 0.01<1
(1) B = -3
g{0) = 0+3 - 2.67 = 0.33
(2) P 0.33) = - 1.3381
g (0.11) = 0.33 + 1.3381 - 1.1909
= 0.4772
(3) P, (0.4772 = -0.5621
g(0.4772) = 0.4772 + 0.5621 - 0.5003




= 0.539

(4) P,(0.539) = - 0.2206
g(0.539) = 0.539 + 0.2206 - 0.19630066
= 0.5633
(5) P,(0.5633) = -0.0828
g(0.5633) = 0.5633 + 0.0828 ~- 0.0737
= 0.5724
(6) Py(0.5724) = - 0.0307
g(0.5724) = 0.5724 + 0.0307 - 0.00273
5 05.758
N Py0.5758) = =- 0.111
g(0.5758) = 0.5758 + 0.0111 - 0.0099
% 0.577
(8) Pi(0.577) = - 0.0042

g(0.577) 0.577 + 0.0042 - 0.0037

0.5775

10.5775 - 0.577, = 0.0005 < 0.001

Hence £ = 0.577
Application 3 Fifth order eguation
F(x) = %2 - B  EEEE 0
= 0.001

Let us separate the roots using the analytical method.

Jable 4.2
e Jez fe1 Jo 1 H2 ]
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The roots of the equation lie in the intervals [-2,-1],
[0,1] and [1,2]
respectively. Let us find in smallest root in the interval

[-2, =-1] and the largest root in the interval [1,2].

() Pe(x) = X - 5x+23=0
[=2.-1] € = 0.001
P;(x) = sxt-5
pl(-2)! = 75 pl(-1)) = o
M =75 m=0
M < 2m

We raduce [-2, -1] to [-2, -1.75]

where !P;(-Z)! = 75 and §P;(3.75 1= 41.89
M = 75 m = 41.89
M < 2m
Hence, we have
P(x) = x - S5x + 2 = 0
X € [-2:. =1.75] € = 0.001

Since P;(x) X ¥x & [=2, -1.75] then we will

make use of equation 4.14

i.e g (xﬂ'l) = Xq T Ps(x“.l )+ M-l P5 (xﬂ'l )
M
M-1
----- = Q.99
M

Than, g (x) = % = PsOx) + 0.99 P )
) = 1 - P + 0.99 RGO
gl (-2) = 1-75 + 74.25 = 0.25 <1




(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

g (- 1.75) = 1-41.89 + 41.47 = 0.58 <
P(-2) = - 20
g(-2) = =2420 ~-19.8 = -1.8
Ps(-1.8) = =-7.8957
g(-1.8) = =-1.8 + 7.8957 - 7.8167
= -1.721
Py(-1.721) = =-4.4925
g(=1.721) = =1.721 + 4.4925 - 4.4476
s -1.6761
P(-1.6761) = -2.8477
g(-1.6761) = ~-1.6761 + 2.8477 - 2.8192
= -1.6476
P(~1.6476) = =-1.9031
g(-1.6476) = -1.6476 + 1.9031- 1.8841
= =1.6286
P(-1.6286) = ~-1.3140
g(-1.6286) = -1.6286 + 1.3140 - 1.3009
= -1.6155
Py(-1.6155) = =-0.9261
g(-1.6155) = =-1.6155 + 0.9261 - 0.9168
5 -1.6062
Py(-1.6062) = =-0.6595
g(-1.6062) = =-1.6062 + 0.6595 - 0.6529
= -1.5996
P(-1.5996) = 0.4747

g(-1.5996) =1.5996 + 0.4747 - 0.4700
= -1 .5949

1




Py(-1.5949) = -0.3452
g(-1.5949) -1.5949 + 0.3452 - 0.3417
= -1.5914
Pg(-1.5914) = =-0.2500
g(-1.5914) =-1.5914 + 0.25 - 0.2475
= -1.5889

P(-1.5889) = =-0.1825
g(-1.5889) -1.5889 + 0.1825 - 0.1807

= -1.5871
Pg(-1.5871) = -0.1343
g(-1.5871) -1.5871 + 0.1343 + 0.1330
= -1.5848
Ps(-1.5858) = -0.0996
g(-1.5858) -1.5858 + 0.0996 - 0.0986
® -1.5848
P(-1.5848) = =-0.0731
g(-1.5848) -1.5848 + 0.0731 - 0.0724
= -1.5851
Now, !-1.585 | + 1.5848 ! = 0.0003 <0.001
Henca, £ = 1.585.
(Bh. PRY~5- W S B 2= 0
% € [~2.~1] e = 0.001
PIO) = 5 -5
pl(-1) = 0 tpl (2! =
m = O M =75
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We reduce the interval [1, 2] to [1.25, 1.375] using the
process described

in section 3.1

Pf(1.25) = 7.2070  pPJ(1-375) = 12.8723
m = 7.2070 M = 12.8723
M < 2m
So, P(x) = % - Sx+2=0
x € [1.25,-1.375] e = 0.001

Since P Mx) >0 ¥x €[1.25, 1.375] then we will make
use of equation 4.14

i.e g(Xp) = Xpq = Pg(X) + M-l Po(X)
_;-_-
Where the constant M-1 11.8723
M 12.8723
= 0.9223

g Oqq) = Xq = Pslxy) + 0.92 P5lx,)
gl) = 1 - P00 + 0.92 RGO

gl (1.25) = 1 -7.2070 + 6.6304 = 0.4234 < 1

g 1 1.375) = 1 -12.8723 + 11.8425 = 0.0298 < 1
(1) R{L=25) = '~ 1.1982

g(1-25) = 1.25+1.1982 - 1.1023 = ~-1.3459
(2) Pe(1.3459) = -0.3131

g(1.3459) = 1.3459 + 0.3131 - 0.2881
= 1.3709

(3) Pg(1.3709) = = 0.0125




g(1.3709) = 1.3709 + 0.0125 - 0.0115

= 1.3719

(4) Pg(1.3719) = 0.00023

g(1.3719) = 1.3719 - 0.00023 + 0.0021

= -1.37188

Now, y1.37188 - 1.3719) = 0.00002

0.00002< 0.00
Hence, £ = 1.372
4.4 Error of estimation:-
Since g(x%,) = x and g(,,) = x,, the iterative method,

uses the =ame principles as in the estimation of error in the
method of successive approximation.

The inequality relation in 3.36 is used to estimate the
error where the constant « < 0.5 (see equation 3.30 to

2.36)

i.e gl(x) = 1- Pnl(x) + R Pnl(x)
Where R = M-1 in (4.14 and R = M+l in (4.15)

M M

= 1-M + BM where M = Max !P.l(x)!
[a,b]




CHAPTER FIVE

COMPUTER APPLICATION AND CONCLUSION

Computer Application

The development of computers have been of immense banefit

to the science world in genaral and Mathematics in particular.
Time spent in manual works of all types is been saved and
hence enhancing quality and quantity of production.

In chapters three and four, we obsarved that the
iterative methods discussed involve time consuming and
mistake-prone computations. For higher order equations like
the fifth, sixth, etc, orders, we are requirad to carry out
mere computations. This is where the computer application
comes 1in. The computer is designed to exacute these
cumbersome computations in minutes and thereby saving time.
Also, the computer is more accurate and enables the user to
have time toc solve other problems. In fact, the immense
benefits of the computer cannot ba over emphasised.

If the number of computations does not exceed a thousand,
then the desk piano key computer can be used. If howevar the
computations are more than a2 thousand then, one needs a high
spead computer so as to facilitate the solution being found in
the shortest possibls time. Howevar, in order to use the
computer to carry out any mathematical computation, the
processes in the computation will have toc be written in high-
level languages like Basic, Fortran, Pascal, stc. The sst of

instructions, written in any high-level language, which is




designed to =solve a particular problem and obtain result is
called a program.

After writing the program, in any desired language, it is
then coded into the computer for execution. Coding involves
the transcription of instructions to the form of language
acceptable by the computer. This language is called the
machine language and it exits in binary numbers. The source
program written in high level language is translated intc a
machine language cbject program with the help of another
program called a compiler.

In this chapter, we shall construct program in basic
language to carry out the computations in the examples given
in chapter four. The results of the program shall alsc be
displayed. Let us now see the different stages of a program

davelopment before going to the programs in section 5.3.

E.2 Stages of Program Development

Program Planning:- This is the first stage in a program

development. At this
stage, the aim of the program must be undarstood. That is the
"problem which the program would solve must be defined and the
input data must be identified.

(b) Program design:- This is the listing and ordering of

the successive =teps and instructions in a high levsl
language, required to make the computer achisve the desired

rasults. This, of course is the most important stags of a
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program development. The instructions, pseudicodis must be
clearly and properly written.

o Coding:- Once the steps of the program has been outlined
and ordered, the next stage is to transfer the program to the
form understandable by the computer. As we have earlier seen
in section 5.1, this language i=s called the machine language.
(d) Debugging: The coding process involves the help of the
compiler, which translates the program from high-level
language to machine language. Normally, the compiler may
detect one or more arrors (bugs). The detecting and removing
of these errors is called debugging. There are two kinds of
error: syntax and 1logic error. Syntax error involves
incorrect punctuation, incorrect word ssquence, undeclared
identifiers or misuse of terms. These errors are also called
coded errors and are sasily found the language compiler points
them out to the programmer. Logic error is the error that
makes the computer to fail to print the expected result even
when there is no more syntax arror. Logic error is associated
with the problem of the program logic and the way to remove it
is by checking the planning and design of the program.

(e) Testing:- This refers to the process of running ths
program and evaluating the program result in order to
determine if any error exists. The testing is done by running
the program using or imputing values with known results as to
be sure the expected result is got

() Implementation:- Once the program has besen tested and

found to be working, it may then be applied toc the problem it

Ov




was designed for.

(g) Documentation:— This is the daescription of ths

proper form for users and to enhance maintainability. It
describes the working of the program and how the expected
problem could be solved. Documentation snables the users to
understand the program better and also gives room for

modifying the program whenever necessary.

5.3 PROGRAM

In order to see the plan of a program at a glance and to
facilitate the construction of the program itself, it is
advisable to draw up a flow chart of the program. A flow
chart is a2 design which shows the objectives and processes of
the program. Flow chart is made up of arrows, circles, boxes
and rhombuses. @11 these have special and important functions
in a flow chart. Befores we go to the flow chart in fig. 5.1,
it will be most helpful to lock at the different parts of a

flow chart and also their various functions.
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SYMBOLS FUNCTION

10
15
16
20
22

23
28
30
32
33

35
3é

Page connector

Start and end symbol

Process Symbol

Decision Symbol

Input and ocutput symbol

PROGRAM 5.1

cLS
REM SOLUTION OF AN ALGEBRAIC EQUATION USING

REM THE DERIVED ITERATIVE METHOD IN CHAPTER 4

INPUT "ENTER THE LIMITS OF THE EQUATION as (a,b)"; a.b
INPUT "ENTER THE COEFFICIENTS P,R.J,K, AND THE CONSTANT
W' P, R, J, XK, W

“Input Enter The Index N“; N

Hb=(PXx{b™N)) + R¥{b™(N=-1))+(I* (b~ (N=-2))+(K* (b~ (N-3)))+w
Haz (Px(a~N) )+ (R¥(a~(N-1)) )+ (Ix (b~ (N-2)) )+ (k¥{b~ (N-3)) ) +W
I1f (Ha<l+b) THEN 35

SWAP a,b

GOTO 40

2=3

b=b




40

50

Faz (PEN¥ (@~ (N-1)))+(R¥(N-1)¥{a” (N-2)))+(I*(N-2)x(a~ (N-
3)))+(K¥(N-3)*(a~ (N-4))) |

Fh=(PxN¥ (B (n=1)) )+ (R¥(N=-1)+ (b7 (N=-2) ) )+ (I x{N-2)x{(a" (N~
33+ (kx(N-£)* (a7 (N-4)))

IF (ABS(Fb) > ABS (Fa)) THE 100

M=ABS(Fa)

Z=ABS9Fb)

GOTO 120

M=ABS(Fb)

Z2=ABS(Fa)

IF (M<(2%2}) then 210

t = (atbh)/2

Ht = (PX{ETN))+RX(E™(N-1))+I¥ (£~ (N-2) Y+KX (£~ (N-3) ) +W
IF(Ht<O)THEN 180

=3

b+t

G070 30

azt

b=b

GOTO 30

IF(Fa<0) THEN240

c=(M-1)/M

GOTO 250

C={m+1)/M
HazP¥(a"N)+(R#(a~ (N-1))+tx{a~ (N-2) )+ (k¥ (a(N=-3) ) +W
Ga=a-Ha+C¥* Ha

V=Ga




270 Ha=(PX(V N) )+ (R¥ (VT (N-1))+(I*¥ (VT (N-2) )+ (XX (V(N-3) ) +W
274 PRINT Ha, Ga

278 d = v-a

280 IF (abscD) <.0001)then 310

285 a=v 310"PRINT THE APPROXIMATE VALUE a =", a

300 GOTO 250

320 END

The program in 5.1 is a general program for the algsbraic
equations in chapter 4. It was tested with the third order
equation in application 1 of Chapter 4 and it ran giving the
values in Tfig. 5.2. The program was ran in a Abasic
environment. This enviromnment would not work with =small
letter m in lines 80 and 110. Each time m was inputted in
lines 80 and 110, the big letter M in lines 70 and 100

authomatically changes to m too. Hence m was replaced with Z

in lines 80 and 110.

Lines 28 and 30 tive the values of the algebraic asgquation
P,(x) where x=b and x=a respectively. Also, lines 40 and 50
give the values of Pﬁx) whare a=b and a respectively. The
program would run for 4th and 5th order eguation if the number
of terms in lines 28 and 30 are increase to suit the esquation.

The program would also run using Turbo basic environemnt,
however, Gbasic is recommended since it spaces ocut the inputs
automatically and supplies saxplanations for each arror

messages scountersed during debugging procsss.
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Conclusion

& methods discussed in chaptars threa and  four
converas, howsvar the method nf chords cnnverges fastar than

rosth. The dtarative method devalopaed in chapter four
converges =lower than the hi=sction which iz the «lowest of

mathods

Howsver. the main advantage of the itsrative methond in
chapter four i< that the operations carried out at sach stags
aro o wvery somy andd ars of the same kind and haneos this makss it
conzidarably sasier to set up programs for a compubar.

& good knowlsdas of computer nrogramming lanousos i=
required if one must write programs for any of the iterative

mathod=. Al=an, tha programs must bo tested to enzure that

they run. This is a major pirahlem, Making a program vun

pationce and a good knowledge of the cho=an
programming language. Otherwise, one may write progirams bhat

will pover run. In daveloping an iterative sathod like we did

in chapter four. patience and persiztence is alseo nesded. 1In
E I

it

the iterative mathod of chaptsr 4, it was discovarad that if
the condition M>»2m is not fulfilled where M = Max (P'(x)!
and M = Min }Pﬁ(y), tha mzthod wil)l not be applicabls o =omn
intervals of an algebraic squation aven whan it i= applicabls
to the othar intervals of the same squatic

Finally, in tha =olution of algebraic sguations, tha
method of chords is good for quick convergency howsver, the

recommendad sinns 1% is vary

aasy to set up 3 program for the compubter using this mebhod

L




and bezidas it convarges faster than the other mathod=s aveent
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