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ABSTRACT 

Users usually express their sentiments online which has great influence on the product 

customers buy. Sentiment analysis is the computational study of people’s emotions toward 

an entity. Sentiment analysis often faces the challenge of insufficient labeled data in Natural 

Language Processing (NLP) and other related areas. Long Short-Term Memory (LSTM) is 

one of the deep learning models widely used by researchers in solving sentiment analysis 

problem.  However, they possess some drawbacks such as longer training time, more memory 

for training, easily overfits, and sensitivity to randomly generated parameters. Hence, there 

is a need to optimize the LSTM parameters for enhanced sentiment analysis. This research 

proposes an optimized LSTM approach using a newly developed novel Pastoralist 

Optimization Algorithm (POA) for enhanced sentiment analysis.  The model was used to 

analyze sentiments of customers retrieved from Amazon product reviews. The performance 

of the developed POA-LSTM model shows optimal accuracy, precision, recall and F1 

measure of 77.36%, 85.06%, 76.29%, and 80.44% respectively when compared with other 

optimization algorithm which is Biogeography-based optimization algorithm (BBO) with 

76.10%, 78.64%, 83.50%, 80.99% and also the LSTM model with 71.62%, 78.26%, 74.23%, 

and 76.19% respectively. It was also observed that POA with 20 pastoralist population size 

performs better than other models with 10, 15, 25, and 30 populations. 
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CHAPTER ONE 

1.0                                                     INTRODUCTION 

1.1 Background to the Study 

The action of purchasing, selling, transferring, or trading items, services, or even information 

through computers and networks, most especially the Internet and internet, is referred to as 

electronic commerce also written as e-commerce. (Turban et al., 2011). Although the terms 

e-commerce and e-business are frequently used interchangeably, they are not 

interchangeable.  E-business encompasses a broader span of the e-commerce process. E-

business includes "customer service, cooperation in collaboration with business associates, 

online learning, and computerized interaction within a corporation," in addition to e-

commerce. Regardless of whatever term you choose, they both involves the purchase online 

and sale of goods and services. The majority of customers express their opinions on E-

commerce websites where they purchase thing such as Amazon, CNET, epinion, zdnet, 

consumer review, IMDB, and so forth (Krishna et al., 2019). 

Companies are advertising their products through Internet media. Customers' Internet 

reviews might now influence a product's buying choice. Various e-commerce businesses, 

including Amazon, eBay, Flipkart, and Walmart, analyze their customers' feedback in 

various ways (Waldron, 2016). 

One of the world's largest Internet retailers is Amazon. Before purchasing a purchase on 

Amazon, many people look at the products and reviews of the product. However, Amazon 

reviews are not always of items, but rather a combination of product and service evaluations 

(Bhatt et al., 2015). Purchasing a thing is often a two-way street involving two entities: 

customers and company owners (Heller & Parasnis, 2011). Consumers frequently utilize 
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reviews to make purchasing decisions, whereas companies want not just to sell their products 

but also to obtain feedback in the form of consumer reviews. Consumer evaluations regarding 

purchased items that are published on the Internet have a significant influence (Flanagin et 

al., 2014). Because others frequently have a large influence on our ideas, behaviors, 

perception of reality, and the choices customers make, human nature is typically constructed 

to make decisions based on studying and benefiting from other consumer experience and 

views (Kim & Srivastava, 2007). As a result, anytime customers make a decision, they solicit 

opinions from others. This is true not only for customers, but also for businesses and 

institutions. Consumers' means of expressing their ideas and sentiments have altered in recent 

years as a result of developments in social networks, virtual communities, and other social 

media communities (Zhang & Tran, 2019). Discovering large amounts of data from 

unstructured data on the web has become an important challenge due to its importance in 

different areas of life (Bolden & Moscarola, 2000). 

1.2 Statement of the Research Problem 

Already many deep machine learning models, such as the Long Short-Term Memory model 

(LSTM), have been widely proposed to solve sentiment analysis issues (LSTM). They do, 

however, have certain limitations, longer training periods, larger training memory, easier 

overfitting, and vulnerability to randomly produced parameters are all factors that affect their 

performance. As a result, improving the deep learning model parameters is required for 

improved sentiment analysis. Pastoralist Optimization Algorithm is a newly created meta-

heuristic that has proved effective in tackling complicated optimization problems attributable 

to the algorithm's advanced search approach (Abdullahi et al., 2018; 2019). The performance 

of the deep learning model was enhanced using POA in this investigation to enhance the 
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effectiveness of the sentiment analysis model, which has not been done by previous 

researchers. 

 1.3 Aim and Objectives of the Study 

The aim of this study is to create an optimal consumer sentiment analysis model by 

combining the pastoralist Optimization Algorithm (POA) with deep learning methods.  

The objectives are to: 

i. Formulate the sentiment analysis problem and design an LSTM deep learning model for 

sentiment analysis  

ii. Optimize its parameters using POA and implement the model in (i). 

iii. Evaluate the model's performance using accuracy, Recall, F1 Score and Precision. 

1.4 Significance of the Study 

This study will not only improve sentiment analysis task but also presents an opportunity to 

explore more market research, market analysis, product review, and product feedback, as 

well as studying the status of a product, market research, market analysis, product review, 

and product feedback. The important benefit of this system is that it is not domain-specific. 

As a result, the same model may be trained for both product and service ratings without 

compromising performance. 

1.5 Scope of the Study 

This work is limited to analyzing customer’s reviews or post written in English only and the 

model will only be optimizing two parameters which is the learning rate and number of 

hidden unit out of the other ten parameters used. The approaches used in this study is limited 

to MATLAB programming language machine learning environment. The algorithms 
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implemented in this thesis were developed on a 64-bit Windows 10 system with 232 GB 

ROM, 8GB RAM and 2.50Ghz duo core processor speed. 
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CHAPTER TWO 

2.0                                              LITERATURE REVIEW 

2.1 Preamble  

A summary of this chapter related to this thesis is provided. Four different sections were used 

to present all the articles. An explanation of all the machine learning algorithms utilized in 

this thesis is provided in the first section, the second section provides a review of existing 

works in which suitable datasets were created, the third section summarizes the different 

optimization algorithms to be used, the fourth and final section provides a review of existing 

works on customer’s sentiments.  

(Schukla, 2018) introduced a technique that evaluates text quality using annotations from 

scientific articles. Its methodology uses two ways to obtain annotation sentiments. It 

determines overall sentiment scores by counting all of the annotations produced by the 

documents. Its issue is that it indicates a complicated link between annotations. A large query 

knowledge base including metadata is required for the strategy. For hotel reviews, Kasper 

and Vela, (2018) presented a "Web Based Opinion Mining method". The research presented 

an assessment method for online user evaluations and comments in objective is to assist 

quality controls in hotel management systems. It can recognize and retrieve online reviews 

and only understands German reviews. It does have a multi-topic area and therefore is based 

on multi-polarity categorization; the system could detect neutral, such as "don't know," and 

multi-topic cases detected in their corpus to "classify sentiment polarity as neutral."  

According to Jeh and Widom (2014), defined data mining as a strategy used to crawl through 

various web resources to obtain necessary information, allowing a person or a firm to 
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advertise business, comprehend fresh promotions floating on the Internet, marketing 

dynamics, and so on. There is a rising tendency amongst businesses, organizations and web 

data mining which allows companies and individuals to gather information and then use that 

knowledge to their advantage. Technology for data mining is undergoing rapid change, with 

new and improved approaches being developed all of the time from acquiring whichever 

information is required. Web data mining technology is broadening the scope of data 

collection while also increasing worries about data security. There's also a great deal of 

personal data that is available, and web data mining has aided in keeping the need to protect 

such information at the forefront of people's thoughts. There are several online tools for site 

scraping and data extraction that are really useful. However, the main issue that customers 

confront with them is that they are incredibly pricey. Aditya and Vikesh, (2015) introduced 

a Recursive RNN-based intelligent model for movie review classification. This is a system 

for classifying sentiments in natural language, i.e. text. This approach is a sentence-level 

extension for sentiment categorization. Jan and Mark, (2016) developed a technique for 

categorizing tweet sentiment. The deep learning method is extended in this study. In this 

example, they used 2-layer convolution neural networks. In this scenario, the entire work is 

divided into three subtasks. Anand and Sachin, (2017) introduced CNN as a novel strategy 

for achieving the same aim with a different approach. SendicNet 6, which is built on symbolic 

and sub-symbolic AI, has an ensemble of top down and bottom up learning integrated in it 

(Cambria et al., 2020). 

2.2 Sentiment Analysis 

Because of its relevance in many areas of life, sentiment analysis has gained in popularity as 

a study topic over the years. Techniques employed, dataset structure, and rating level are 
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some of the characteristics that can be used to classify sentiment analysis (Xiang & Gretzel, 

2010). The diagram depicts many types of sentiment analysis. Some instances of how 

sentiment analysis can be applied are as follows: 

2.2.1 Rule-based 

Attempts to rank information extracted from a dataset based on word polarity. Other rules 

apply, such as negation words, emoticons, idioms, and dictionary polarity (Lee et al., 2009). 

2.2.2 Machine learning-based 

This entails using an existing dataset to train a sentiment analysis model before deployment 

(Xiang & Gretzel, 2010). 

 2.2.3 Lexicon-based 

When sentiment polarity is measured in a review or remark utilizing semantic orientation in 

the evaluation of opinion and subjectivity, it results in either positive or negative sentiment 

polarity (Collobert et al., 2011). 

 

 

Figure 2.1  Sentiment Analysis Categorization 

(Anais et al., 2013) 
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There are a variety of methodologies used in sentiment classification research projects. This 

research focuses on reporting on the different sentiment analysis methodologies, with a 

special   deep machine learning approaches. (Wang et al., 2016) built a multilingual attention 

system model of a network for code translation opinion prediction. The model (LSTM) was 

utilized to transform every post into a classification purpose by which an ANN model may 

be derived was employed to extract information from various contexts. (Rashkin et al., 2017) 

used multilingual connotation frames as the main strategy to forecast attitudes of those social 

media who use LSTMs utilize social media LSTMs. For successful sentence recognition, an 

attention-based LSTM was presented by (Wang et al., 2016). 

To increase sentiment analysis performance, (Yang et al., 2017) developed a two attention-

based two-way LSTM. (Liu & Zhang, 2017) expands the attention model by separating the 

attention obtained from the left contexts of the target and right contexts of the target. They 

added numerous gates to better restrict their attention participation. For information 

gathering, a DNN was proposed (Dou, 2017). Document representation and sentiment 

analysis were built using a Deep Neural Network cascade with a Long Short Term Neural 

Network cascade. The investigation of ensemble models for rating the emotional content of 

financial blog posts and headlines. (Akhtar et al., 2019) was presented. (Chen et al., 2016) 

product and consumer features and preferences, as well as categorizing their feelings. 

2.3 Machine Learning Algorithms 

In the ’50s and ’60s, Machine Learning (ML) started as pattern recognition. They got better 

as more data is increasing by the day so many researchers have used machine-learning 

algorithms that include deep learning concepts and classical machine learning to detect 

customer sentiments in messages or posts online. Using deep learning techniques, this part 
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will briefly cover the numerous research linked to sentiment analysis of online material 

concerning user opinions, feelings, and evaluations toward various subjects and goods. 

2.3.1  Traditional machine learning algorithms 

2.3.1.1 Naïve bayes (NB) 

This algorithm depends on the Bayes Theorem and is particularly well suited to situations 

with high dimensional input feature space Wikarsa and Thahir, (2015). The theory states that 

a feature used for classification does not depend on any other features’ value. For example, 

provided with a set of features X = x1, x2,…,xn acquired from review, with the respective 

target label Y= y1, y2,...,yk.  Equation 2.1 is assigned by an algorithm to yi with the maximum 

posterior probability. The posterior probability is P(Y|X), the likelihood is P (X|Y), Y has the 

independent probability of P(y), and X has the independent probability of P(X). This 

algorithm has a limitation in the sense that features being classified are not always 

independent and is the reason why it is referred to as “Naïve”. Given a set of features, the 

algorithm operates by predicting the classes of those features. 

P(Y/X ) =  P(X|Y)) * P(Y)) / (P(X))                                                                        (2.1)  

2.3.1.2 Support Vector Machine (SVM) 

This is a well-known method that is best suited for linear classification issues. It is also seen 

as one of the best supervised algorithms of machine learning Lundeqvist and Svensson, 

(2017). Originally, it was designed for binary classification problems. With multi-class 

classification problems, it is extended using a one-against-one or one-against-all strategy by 

using several binary classifiers on different segments of a problem. Provided with a binary 

classification problem and a dataset made up of feature vectors x = ({xi}i=0)n where xi ∈ 
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R(N- 1) and their classes y = ({yi}i=0)n where yi  ∈ {+1, -1}, the SVM must complete these 

two objectives: firstly, a hyperplane must be located along RN-1 separating two subspaces 

of the input vector. This means that each class has one subspace; The second objective is to 

increase the margin between the border vectors of the two subspaces and the separating 

hyperplane. The hyperplane equation is presented in equation 2.2. With w being the vector 

that defines the hyperplane orientation and b the bias that defines the hyperplanes offset from 

the origin. SVM is not based on the theory of probability because it defines a clear margin 

by implicitly mapping to a high-dimensional feature space from input. The equation for SVM 

is given in equation 2.3.   

w.x+ b= 0                                                                                              (2.2)  

f(x) = sgn(w.x + b)                                                                                (2.3) 

 

2.3.1.3 Logistic Regression (LR) 

This is a powerful machine learning algorithm for binary classification problems (O'Dea et 

al., 2015). LR is named after the logistic function because it is based on the theory. A real 

number is mapped by the logistic or sigmoid function (equation 2.4) to values between 0 and 

1 but never exactly at these limits. The real numerical value z is transformed with e 

representing the base of the natural logarithms. It is extended by collecting binary classifiers 

through a strategy called "one- vs- all” which estimate the most likely output by analyzing 

each output separately from other outputs and then selecting the output with the highest 

probability when dealing with multi-class classification problems. The equation representing 

LR is given in equation 2.5. The predicted outputs are represented by y, b0 and b1, x being 

the bias or intercept term and the single input value coefficient (x). Each column of the input 
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data must have a b co - efficient that goes with it (a constant real value) learnt from the 

training data. 

  1 / (1 + e-z)                                                                                                 (2.4)  

  y = e (b0 + b1  *  x)  / 1+ e (b0  + b1  * x)                                                        (2.5)  

2.3.1.4 Random Forest (RF)  

This is an ensemble approach in the form of a nearest neighbour predictor. Ensembles 

improve performance by using a divide-and-conquer strategy. The ensemble methods are 

based on the idea that a "strong learner" can be obtained by combining a group of "weak 

learners". The algorithm starts with an equivalent to a weak learner which is a common 

machine learning approach known as "decision tree" When an entry is entered the data is 

collected in discrete chunks at the head of that same decision tree as it passes through the tree 

(Zhang et al., 2018). This means that during training a multitude of decision trees are built 

because for a classification problem it produces the mode of the classes while for a regression 

problem the mean prediction of the individual trees. RF makes adjustments accordingly in 

order to counteract the habit of the decision trees in over-fitting to the training set. 

2.3.2 Deep learning (DL) 

Deep learning is a more sophisticated Artificial Neural Network (ANN) that uses several 

deep network layers to learn. Deep machine learning has piqued people's curiosity in recent 

years because of its potential to resolve issues more quickly and easily than shallow networks. 

Because of advancements in computers and big data analytics, its adoption is now viable 

(Zhang et al., 2018). According to (Vateekul & Koomsubha, 2016), deep learning models 

can solve both unsupervised and supervised issues. Deep Belief Networks (DBN), 

Convolutional Neural Networks (CNN), and Recurrent Neural Networks (RNN) are three 
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popular models of deep machine learning (Usama et al., 2019). Deep learning has been used 

to solve a variety of difficult issues, including speech identification, natural language 

processing (NLP), and computer vision applications such as identification of faces (face 

recognition). Despite its effectiveness, establishing the proper layers and the number of 

hidden variables that a hidden layer should have has been one of deep learning's most difficult 

challenges (Bengio et al., 2013). 

Deep learning is being used to handle the difficult challenge of sentiment analysis. Deep 

learning extracts and transforms features via a cascade of multiple-layer nonlinear processing 

units. Lower layers learn simple characteristics near to the data input, whereas upper layer 

learn out more sophisticated characteristics generated from features in the lower layers (Lee 

et al., 2009). (Wang et al., 2019) described a CNN structured deep network for visual 

sentiment categorisation dubbed the Deep Coupled Adjective and Noun (DCAN) neural 

network. The fundamental idea behind DCAN is to use adjective and noun text descriptions 

as (weak) supervised signals to learn two intermediate emotional expressions. These learnt 

representations are then concatenated and utilized to classify sentiment. (Guggilla et al., 

2016) offer a CNN and LSTM-based deep neural network model that classifies claims using 

word2vec and language embedding (classifying sentences to be factual or feeling). (Wang et 

al., 2016) suggested a visual sentiment framework based on a convolutional neural network 

and tested their model using photographs from Twitter and Flickr. 

The Long Short-Term Memory is almost like a form of RNN often used learn long-term 

dependencies (Zhang et al., 2021). The recurring model of the LSTM, like those of other 

RNNs, is difficult and challenging. It has four layers that connect in an interesting way, 

including the hidden state and the cell state. Figure 2.2 illustrates a typical LSTM model. 
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Figure 2.2 LSTM deep learning model  

(Zhang et al., 2018) 

Mathematically, LSTM are represented mathematically as follows: 

𝐼𝑡 = 𝛷(𝑊𝑖𝑥𝑡 + 𝑉𝑖𝐻𝑡−1 + 𝐵𝑖)                                                                                                 (2.6) 

𝐹𝑡 = 𝛷(𝑊𝑓𝑥𝑡 + 𝑉𝑓𝐻𝑡−1 + 𝐵𝑓)                                                                                               (2.7) 

𝑂𝑡 = 𝛷(𝑊𝑜𝑥𝑡 + 𝑉𝑜𝐻𝑡−1 + 𝐵𝑜)                                                                                                (2.8) 

𝐶𝑡 = 𝐹𝑡ʘ𝐶𝑡−1 + 𝐼𝑡ʘ𝑡𝑎𝑛ℎ(𝑊𝑐𝑥𝑡 + 𝑉𝑐𝐻𝑡−1 + 𝐵𝑐)                                                               (2.9) 

𝐻𝑡 = 𝑂𝑡ʘ tanh(𝐶𝑡)                                                                                                                     (2.10) 

W and V are the weight parameters, while B is the bias vector, 𝑥𝑡 and 𝐻𝑡 are the input and 

hidden state vectors of LSTM unit at t time, respectively, while, 𝐼𝑡, 𝑂𝑡, and 𝐹𝑡 are the 

activation vectors of the input, output, and forget gate. Finally, sigmoid function and memory 

cell state vector are denoted by 𝛷 and 𝐶𝑡 , respectively. 
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2.4 Pastoralist Optimization Algorithm (POA) 

Pastoralist Optimization Algorithm (POA) is an unique meta-heuristic motivated by nomadic 

pastoralists' socio-cultural lifestyle (Abdullahi et al., 2018). It tries to emulate the behavior 

of nomadic pastoralists in their search for suitable pasture, water, and a healthy habitat for 

their animals. The pastoralist is the search agent in POA, and the ith pastoralist is represented 

as: 

𝑃𝑖 = [𝑃1,1, 𝑃1,2, 𝑃1,3, . . . , 𝑃𝑖,𝐷]                                                                                                   (2.11) 

Where D is the problem's dimension. The scouting and camping phases are the two 

fundamental parts of the POA process. Pastoralists travel quicker with larger step sizes during 

the scouting phase, and the best scout spot is selected as camp. Slower mobility and smaller 

step sizes define the camping period. To avoid local optima trapping, herding pastoralists 

split off onto other regions. Equation (2.12) gives the original position of the jth pastoralist 

(𝑆𝑗), and Equation (2.13) gives the updated location of the jth pastoralist, and the evaluation 

continues until the maximum scouting rate is attained. 

𝑆𝑗 = 𝑟𝑎𝑛𝑑([𝐿𝑏 , 𝑈𝑏]𝐷)                                                                                                              (2.12) 

𝑆′𝑗 = (𝑆𝑏 − 𝑆𝑗) + ε 𝑗 ∗ η𝑗 ∗ ζ                                                                                                 (2.13) 

where 𝑆′𝑗 denotes the new scout j position surrounding the best-found spot 𝑆𝑏, j (ε ∈ {−1,1}), 

is scout ε𝑗   energy, η𝑗  is scout j's step size (0,(0.001*Ub)), and ζ is a positive constant that 

represents the amount of times scouters move quicker than herders. The camp site is set to 

the best scout location (𝑆𝑏). Equation (2.13) was used to separate the camp by herd 

pastoralist, and Equation (2.14) was used to decrease the camp size after each split (2.14). 
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𝑃𝐾
′ =  𝑃𝑏 + (𝑟𝑎𝑛𝑑(0, 𝑟) ∗ ε𝑘 ∗ η𝑘)                                                                                   (2.14) 

𝑟′′ =
𝑟′

𝑛𝑃
                                                                                                                                  (2.15) 

where 𝑃𝐾
′   is the kth pastoralist’s new position, so far 𝑃𝑏 has shown to be the finest/best 

pastoralist. 𝑟𝑎𝑛𝑑(0, 𝑟) is a random integer between 0 and r, 𝒓 is the camp radius, ε𝒌 is the  

kth pastoralist energy (ε ∈ {−1,1}) and η𝒌 is the  kth pastoralist step size (η ∈ {0, (0.001 ∗

Ub)}). Also, 𝑟′′ is the  current iteration’s camp radius, while 𝑟′ is the prior iteration’s camp 

radius. If all locations have been explored, the best camp location is returned as the global 

ideal solution, as well as the best camp site being returned as the global best solution if all 

locations have been investigated; otherwise, the procedure is restarted with fresh scout 

locations identified using Equation (2.15).  

𝑆′′𝑗 = 𝑟𝑎𝑛𝑑(𝐿𝑏 , 𝑈𝑏]𝐷) − 𝑆𝑏                                                                                         (2.16) 

where 𝑆′′𝑗 is the new scout location, 𝐿𝑏 𝑎𝑛𝑑 𝑈𝑏 are the search space’s lower and upper 

bounds respectively. POA was developed utilizing a biological evolution technique and has 

shown to be particularly effective when used to numerical and issues involving combinatorial 

optimization. Other POA variants with a cultural evolution approach there has also been 

discovered (Zhang et al., 2018), Figure 2.2 shows the POA phases. 
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Table 2.1: Pastoralist Optimization Algorithm (POA)  

 

 

 

 

 

 

 

 

 

 

 

2.5 Biogeographic-Based Algorithm 

Biogeographic Optimization (BBO) is an evolutionary algorithm that optimizes a function 

by randomly and repeatedly increasing candidate solutions, based on a given quality metric 

or fitness function. BBO is a meta-heuristic generation stimulated via way of means of the 

biogeographical conduct of species in nature. It turned into proposed via way of means of 

Simon (2008) and it's been correctly applied to clear up many optimization issues with inside 

the energy system (Ma et al., 2017) together with monetary dispatch (Bhattacharya & 

Chattopadhyay, 2010) and energy management (Bansal et al., 2013). It is commonly used to 

optimize multi-dimensional real-valued functions, however it does now no longer use the 

Algorithm 1. Pastoralist Optimization Algorithm 

Input: POA Parameters; Search space 

Output: Optimal Solution 

1. Start 

2. Initialize POA parameters 

3. Select scout pastoralist randomly and initialize scout location 

4. Evaluate the fitness of each scout, update scout location and normalize 

scouts locations within the search space until maximum scouting rate is 

reached 

5. Select best scouting location 

6. Evaluate fitness of pastoralist and determine best pastoralist within a camp 

7. Split pastoralist to different locations within camp and evaluate fitness of 

each pastoralist 

8. Repeat step (vii) until maximum splitting rate is reached. For each split, 

divide the current camp radius by the number of pastoralists 

9. Update the best camping pastoralist 

10. If all regions within the search space have not been explored, 

a. Update scout location 

b. Repeat steps (iv) to (x) and update the global camp best pastoralist 

11. Else, return the global best-found pastoralist 

12. Stop 
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gradient of the feature, this means that that it does now no longer require the feature to be 

differentiable like classical optimization methods, together with gradient descent and quasi 

Newton's method. 

Every individual is regarded as a habitat in BBO, and their habitat suitability index (HSI) is 

used to measure their health. In GA, each chromosome is made up of genes, but in BBO, 

each habitat is defined by Suitability Index Variables (SIVs or habitants). HSI is similar to 

health feature in optimization issues. A higher HSI approach higher habitat conditions 

(Kaveh et al., 2019). BBO is a geographical manner of mission of organic species. Each 

geographical area is represented via way of means of an index referred to as a Habitat 

Suitability index (HSI). Suitability Index Variable (SIV) is some other index is used to 

symbolize the place of habitat and livelihood conditions. The health of every habitat has 

similarities to its HSI cost and quantity of species. To enhance the low HSI solution, it accepts 

functions from excessive HSI solution. The emigration rate (𝜇) and immigration rate (𝜆) of 

the BBO is expressed with inside the following Equations. (2.17) and (2.18) respectively.   

                      𝜇 =𝐸×𝑘 𝑛𝑠                                                                                                 (2.17) 

Where, 𝐸 is the most emigration rate, 𝑘 is the quantity of species with inside the habitat and 

most quantity of species is 𝑛𝑠.  

                     𝜆 = 𝐼 (1 −𝑘 𝑛𝑠)                                                                                            (2.18) 

 Where, 𝐼 is the most immigration rate. 

In BBO migration, every answer is represented with the aid of using a 𝑛 size vector referred 

to as a habitat. Each size with inside the habitat is taken into consideration to be an SIV. The 

goodness of a habitat is similar to HSI fee and quantity of species. To enhance the answer, 
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low HSI answer stocks facts with excessive HSI answer (comparable as GA and PSO), while 

sharing is primarily based totally on immigration (𝜆) and emigration rates (𝜇). In this process, 

habitats are selected from the population. Initially, habitat (𝐻𝑖) is chosen primarily based 

totally at the immigration rate (𝜆𝑖), and different habitat (𝐻𝑗) is chosen the usage of emigration 

rate (𝜇𝑗). Afterward, the randomly decided on SIVs have migrated from 𝐻𝑗solution and seem 

in 𝐻𝑖.  

Table 2.2: Biogeographic-Based Optimization Algorithm  

Biogeographic-Based Algorithm 

i. Start Procedure Migration mechanism for n habitats 

ii. For i=1 to n DO 

iii. IF randomly generated number < 𝜆𝑖 

iv. SELECT: 𝐻𝑖 with immigration rate 𝜆𝑖 

v. FOR j=1 to n DO 

vi. IF randomly generated number < 𝜇𝑗 

vii. SELECT: 𝐻𝑗 with emigration rate 𝜇𝑗 

viii. Replace a random SIV of 𝐻𝑖 with its corresponding SIV 

ix. from 𝐻𝑗 as given in  

x. ENDIF 

xi. ENDFOR 

xii. ENDIF 

xiii. ENDFOR 

 

 

Figure 2.3 show the flow chart of Geographic-Based Algorithm below 
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Figure 2.3 Flowchart of Biogeographic-based Algorithm 

(Omid et al., 2016) 
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PROBLEM FORMULATION AND POA-LSTM 

MODEL DESIGN  
 

OBJECTIVE 

ONE 

OBJECTIVE 

TWO 

POA-LSTM MODEL IMPLEMENTATION AND 

OPTIMIZATION USING POA AND MATLAB 
 

EVALUATE PERFORMANCE OF THE MODEL 

USING ACCURACY, RECALL, F1 SCORE AND 

PRECISION  

OBJECTIVE 

THREE 

CHAPTER THREE 

3.0                                         MATERIALS AND METHODS 

3.1 Research Design 

In this chapter, the detailed procedures that were followed for the successful completion of 

this research were discussed. Figure 3.1 depicts the essential tasks that were carried out in 

order to achieve the study's objectives. 

 

 

 

 

 

 

 

  

 

   

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Research Methodology 
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Figure 3.2 depicts the approach used in this study to meet the goals and objectives. Data 

collection, preprocessing, and feature extraction are the first steps. After that, the optimized 

POA-LSTM model will be created. After then, the performance will be assessed. 

 

 

Figure 3.2  Methodology 
 

 

3.2    Collecting data and Extracting Features 

 

The dataset that was utilized to conduct the experiments in this research, three review datasets 

for three goods are included in this work: Wireless router, Computer, and Speaker. The 

Wireless router dataset contains 4512 sentences. There are also 1205 sentences for the 

computer dataset while the speaker dataset contains 689 sentences which makes a total of 

6406 sentences. The dataset's reviews are all from Amazon, which can be obtained at 

amazon.com. Figure 3.3 depicts a portion of the computer dataset obtained from Amazon. 



22 
 

Figure 3.3 Sample of dataset 
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3.3 Preprocessing 

Following data collection, the users' opinions were preprocessed to convert them from their 

raw form to the one that machine learning algorithms could fully understand. Preprocessing 

also makes it possible for the removal of noise from the data, likely to result in more accurate 

learning algorithms. The following are the steps in the pre-processing process: 

1. Removal of URLs 

2. Removal of special symbols/emoticons  

3. Removal of stop words from the dataset  

4. Convert the dataset (transforming a string sequence into individual tokens\ strings 

with a defined or given meaning). 

Following data preparation, the characteristics necessary for training by the learning 

algorithm are extracted. There are two ways to text representation: word vector 

representation, which represents each word in a document as a vector representation and a 

vector of N dimensions, in which each word in a text is represented as a vector of N 

dimensions. This method ignores semantic information as well as the order and structure of 

words in a document. It just cares about the appearance of words. The representation of word 

embedding is the second strategy used in this work. By grouping comparable words in a text 

collection in a vector space, word embedding delivers syntactic and semantic information to 

learning algorithms. Algebraic procedures can be done on the embedding with this 

characteristic. The vector space must be trained on a set of texts in order to provide correct 

word embedding. 
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3.4 Problem Formulation and Model Design 

The optimized POA-LSTM and LSTM models were designed by configuring the LSTM's 

models parameters appropriately such as: The learning rate, number of layers, number of 

epoch, and number of inputs. Also, the parameter of the POA was also set in the design stage. 

Table 1 shows the parameters that were selected for the POA-LSTM and LSTM models were 

optimized. 

 

Table 3.1: Set-Up Parameters for POA-LSTM and LSTM Models 

 

The two important parameters which seems to have an effect on the performance of an LSTM 

model are learning rate and number of hidden units in the LSTM layer which were optimized 

using POA. The learning rate is set between 0.01 to 0.1 while the number of hidden units is 

set between 1 to 100. Other parameters of LSTM include the sequence input which is set at 

Parameters POA-LSTM LSTM 

Maximum Epoch 20 20 

Learning Rate [0.01-0.1] 0.05 

Sequence Input 300 Dimensions 300 Dimensions 

Fully Connected Layer 2 2 

LSTM layer [1-100] Hidden Units 50-100 Hidden Units 

Softmax Layer Softmax Softmax 

Classification Output Layer Crossentropyex Crossentropyex 

Scouting Rate 3 - 

Splitting Rate 5 - 

Number of Pastoralist 20 - 
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300 dimensions, whith 2 fully connected layers, and crossentropyex as classification output 

layer. 

The mean squared error is the fitness function (F) utilized by the mechanism to evaluate the 

optimal settings as shown in equation 3.1 

𝐹 = 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 (
1

𝑀
 ∑(𝐴𝑘 −  𝑃𝑘)2

𝑀

𝑘=1

     )                                           (3.1) 

where M is the number of occurrence’s, 𝐴𝑘 and 𝑂𝑘 are denoted the  kth sample’s actual and 

output values, respectively. 

3.5   Optimized POA-LSTM Model Implementation 

Three experiments were performed. For each experiment, the preprocessed dataset were split 

into training and testing. 70% of the dataset was used to train the LSTM model, while 30% 

of the untrained data was used to test it. The first experiment was done using the POA-LSTM 

model while the second and third experiment were carried out using the LSTM model with 

50 and 100 hidden units respectively. Also, the LSTM models used a learning rate of 0.05. 

Table 3.2 shows the implementation steps of the optimized model. 
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Table 3.2: POA-LSTM implementation steps 

 

Algorithm 2: POA-LSTM Sentiment Analysis Algorithm 

Input: Sentiment data; LSTM model 

Output: Optimal position; Best model 

i Start 

ii Data collection and pre-processing 

iii Feature extraction 

iv LSTM model design 

v POA parameters initialization and initial population generation 

vi Select scout pastoralist randomly and initialize scout location 

vii Train and test LSTM model 

viii Evaluate the fitness of each scout, update scout locations and normalize scouts locations 

within the search space until maximum scouting rate is reached 

ix Select best camping location and initialize pastoralist in the camp 

x Train and test LSTM model using new camp locations 

xi Evaluate fitness of pastoralist and determine best pastoralist within camp 

xii Split pastoralist to different locations within camp 

xiii Train and test LSTM model using new camp locations 

xiv Evaluate fitness of each pastoralist and update local best pastoralist 

xv Repeat step (xii) - (xiv) until maximum splitting rate is reached. For each split, divide the 

current camp radius by the number of pastoralists 

xvi If all regions within the search space have not been explored 

a. Update scout location 

b. Repeat steps (vii) – (xv) and update the global camp best pastoralist 

xvii Else, return the global best- found pastoralist 

xviii Return best model 

xix  Stop 

 

3.6 Performance Evaluation 

The improved/optimized POA-LSTM model and LSTM models were evaluated using the 

accuracy, precision, and F1 score performance metrics. They are stated mathematically as; 

 

3.6.1 Accuracy 

The ratio of all properly categorized samples to all samples is the accuracy of a model, and 

it is expressed as; 
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                 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
×  100%                                                       (3.2) 

3.6.2 Precision 

Precision is defined as the percentage of samples properly categorized, and is expressed as; 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 ×  100%                                                                (3.3) 

3.6.3 Recall 

Is the percentage of positive sentiment samples that were properly detected out of the total 

number of positive samples. It can be expressed as follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 ×  100%                                                       (3.4) 

3.6.4 F1 score 

The F1 score is a balance of precision and recall, and it is calculated as follows: 

𝐹1 =  2 (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  )                                     (3.5) 

 

Where, TN (True Negative) is appropriately categorized negative sentiments, TP (True 

Positive) is appropriately categorized positive sentiments, FN (False Negative) is 

inappropriately categorized positive sentiments and FP (False positive) is inappropriately 

categorized negative sentiments. N is the number of instances, 𝑇𝑖 and 𝑃𝑖  are the target and 

predicted values of the ith sample respectively. 
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Table 3.3: Parameters Settings for LSTM and POA-LSTM Models 

Parameters  POA-LSTM BBO-LSTM LSTM 

    

Maximum Epoch 20 20 20 

Number of Hidden Nodes 18 26 100 

Learning Rate 0.02 0.02 0.05 

Scouting Rate 3  - 

Splitting Rate 5  - 

Number of Pastoralist 10:30 - - 

Number of Habitats (nPop) - 10:30 - 

Keep rate (nKeep) - 0.2 - 

Number of New Habitats - NPop-n Keep - 

nKeep - Round(keepRate

*nPop) 

- 
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CHAPTER FOUR 

RESULTS AND DISCUSSION 

4.1    LSTM Model Results 

Two LSTM models were trained with different number of hidden nodes. The first model was 

trained with 50 nodes while the second model was trained with 100 nodes. The numbers of 

nodes were manually and randomly selected.  

Figure 4.1 shows the training parameters of the LSTM-50 model design. It shows the training 

parameters for the input layer, the output layer, the LSTM, fully connected and softmax 

layers. The design (model) was configured to have a sequence input with a dimension of 300 

pre-trained word embedding vectors, an LSTM layer with 50 hidden layers with a constant 

learning rate, a softmax activation function and an epoch of 20. The output layer uses the 

crossentropyex classification activation function. These parameters were tested and shown 

to produce the training results. 

Figure 4.2 shows the training progress and loss curve for the LSTM model. The green curve 

represents the accuracy against iteration plot while the red curve represents the loss against 

iteration curve. From both curves, the result shows that the maximum training accuracy was 

obtained at the 31st iteration while lowest training loss was obtained at the 32nd iteration. 
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Figure 4.1 Training parameters of LSTM with 50 Nodes 

 

 

Figure 4.2 Training progress of LSTM with 50 Nodes 

 

The confusion matrix of the LSTM-50 models is shown in Figure 4.3 the matrix is a 

comparison of actual and expected customers’ opinions. The matrix shows the True Negative 
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(TN), True Positive (TP), False Negative (FN) and False Positive (FP) of the models. These 

values were used to calculate the performance evaluation metrics described in Chapter three. 

The matrix shows that the True Negative (TN), True Positive (TP), False Negative (FN) and 

False Positive (FP) are; 32, 73, 24,30 for LSTM-50. 

 

Figure 4.3 Confusion matrix of LSTM with 50 Nodes 

Figure 4.4 shows the training parameters of the LSTM-100 model design. It shows the 

training parameters for the output and the input layer, the LSTM, fully connected and softmax 

layers. The model was configured to have a sequence input with a dimension of 300 pre-

trained word embedding vectors, an LSTM layer with 50 hidden layers with a constant 

learning rate, a softmax activation function and an epoch of 20. The output layer uses the 



32 
 

crossentropyex classification activation function. These parameters were tested and shown 

to produce the training results. 

Figure 4.5 shows the training progress and loss curve for the LSTM model. The green curve 

represents the accuracy against iteration plot while the red curve represents the loss against 

iteration curve. From both curves, the result shows that the maximum training accuracy was 

obtained at the 22nd iteration while lowest training loss was obtained at the 35th iteration. 

 

Figure 4.4 Training parameters of LSTM with 100 Nodes 
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Figure 4.5 Training progress of LSTM with 100 Nodes 

The confusion matrix of the LSTM-100 models is shown in Figure 4.6 the matrix is a 

comparison of actual and expected customer opinion. The matrix shows the True Negative 

(TN), True Positive (TP), False Negative (FN) and False Positive (FP) of the models. These 

values were used to calculate the performance evaluation metrics described in Chapter three. 

The matrix shows that the True Negative (TN), True Positive (TP), False Negative (FN), and 

False Positive (FP) are; 42, 72, 25, 20 for LSTM-100. 
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Figure 4.6 Confusion matrix of LSTM with 100 Nodes 

 

4.2 POA-LSTM Model Results 

Figure 4.7 shows the training parameters of the POA-LSTM model design. It shows the 

training parameters for the output and the input layer, the LSTM, fully connected and softmax 

layers. The model was configured to have a sequence input with a dimension of 300 pre-

trained word embedding vectors, an LSTM layer with 18 hidden layers which has 0.02 

learning rate, a softmax activation function and an epoch of 20. The output layer uses the 

crossentropyex classification activation function. These parameters were tested and shown 

to produce the best training results. 

Figure 4.8 shows the training progress and loss curve for the trained POA-LSTM model. The 

green curve represents the accuracy against iteration plot while the red curve represents the 
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loss against iteration curve. From both curves, the result shows that the maximum training 

accuracy was obtained at the 25th iteration while lowest training loss was obtained at the 38th 

iteration.  

 

Figure 4.7 Training parameters of POA-LSTM 

 

 

Figure 4.8 Training progress of POA-LSTM 
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Figure 4.9 depicts the POA-LSTM model's convergence curve, which illustrates the lowest 

fitness value and convergence rate. It depicts the POA-LSTM models' convergence curves 

for population sizes of 10, 15, 20, 25, and 30. For each population size, the curve shows the 

optimum fitness value and the rate of convergence. The result reveals that the algorithm 

converges at a population size of 20, yielding an optimal value of 0.7736, which is the best 

value when compared to alternative population sizes. The fitness value is 0.761 for 

population sizes of 10, 15, and 25, and drops to 0.7484 at population sizes of 30. The best 

learning rate and number of hidden nodes for population sizes of 10, 15, 20, 25, and 30 are 

0.01-17, 0.02-18, 0.01-37, 0.01-5, and 0.02-21, Table 4.1 shows the results of these 

calculations.  

Figure 4.10 shows the confusion matrix for the POA-LSTM models. The matrix is a count 

of real feelings vs anticipated sentiments. The matrix shows the True Negative (TN), True 

Positive (TP), False Negative (FN) and False Positive (FP) of the models. These values were 

used to calculate the performance evaluation metrics described in Chapter three. The matrix 

shows that the True Negative (TN), True Positive (TP), False Negative (FN) and False 

Positive (FP) and are; 41, 80, 21, 17 for POA-LSTM (10), 38, 83, 14, 24 for POA-LSTM 

(15),49 , 74, 23, 13 for POA-LSTM (20), 40, 81, 16, 22 for POA-LSTM (25), 41, 78,19, 21 

for POA-LSTM (30). 
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Figure 4.9 Convergence Curve of POA-LSTM 

 

Table 4.1 POA-LSTM optimization 

 

POA Population 

Size 

Optimal 

Learning Rate 

Optimal Hidden 

Nodes 

Optimal Fitness 

Value 

10 0.010 17.0 0.7610 

15 0.020 18.0 0.7610 

20 0.010 37.0 0.7736 

25 0.010 5.0 0.7610 

30 0.020 21.0 0.7484 
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Figure 4.10 Confusion matrix for POA-LSTM 
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4.3 BBO-LSTM Model Results 

Figure 4.11 shows the training parameters of the BBO-LSTM model design. It shows the 

training parameters for the input layer, the output layer, the LSTM, fully connected and 

softmax layers. The model was configured to have a sequence input with a dimension of 300 

pre-trained word embedding vectors, an LSTM layer with 26 hidden layers which has 0.02 

learning rate, a softmax activation function and an epoch of 20. The output layer uses the 

crossentropyex classification activation function. These parameters were tested and shown 

to produce the best training results. 

Figure 4.12 shows the training progress and loss curve for the trained BBO-LSTM model. 

The green curve represents the accuracy against iteration plot while the red curve represents 

the loss against iteration curve. From both curves, the result shows that the maximum training 

accuracy was obtained at the 21st iteration while lowest training loss was obtained at the 29th 

iteration. 

Figure 4.11 Training parameters of BBO-LSTM 
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 Figure 4.12 Training progress of BBO-LSTM  

 

Figure 4.13 depicts the BBO-LSTM model's convergence curve, which illustrates the lowest 

fitness value and the convergence rate. It depicts the BBO-LSTM models' convergence 

curves for population sizes of 10, 15, 20, 25, and 30. The curve shows the optimum fitness 

value and the rate of convergence for each population size. The results demonstrate that at a 

population size of 30, the algorithm converges, yielding an optimal value of 0.7610, the best 

value when compared to other population sizes. The fitness value was the same in populations 

of 10 and 15, but climbed to 0.7358 and subsequently decreased to 0.7296 in populations of 

20 and 25.The optimal learning rate and number of hidden nodes selected for 10, 15, 20, 25 

and 30 population sizes are; 0.01-21, 0.01-26, 0.01-25, 0.100-43 and 0.01-32 respectively as 

shown in Table 4.2.  

The confusion matrix of the BBO-LSTM models is shown in Figure 4.14 The matrix is a 

comparison of actual and expected customers opinion. The matrix shows the True Positive 

(TP), True Negative (TN), False Positive (FP) and False Negative (FN) of the models. These 
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values were used to calculate the performance evaluation metrics described in Chapter three. 

The matrix shows that the True Positive (TP), True Negative (TN), False Positive (FP) and 

False Negative (FN) are; 76, 35, 27, 21 for BBO-LSTM (10), 76, 35, 27, 21 for BBO-LSTM 

(15), 76, 36, 26, 23 for BBO-LSTM (20), 80, 35, 27, 17 for BBO-LSTM (25), 81, 40, 22, 16 

for BBO-LSTM (30). 

 

Figure 4.13 Convergence curve of BBO-LSTM 

 

Table 4.2: BBO-LSTM optimization 

BBO Population 

Size 

Optimal Learning 

Rate 

Optimal Hidden 

Nodes 

Optimal Fitness 

Value 

10 0.01 21 0.7296 

15 0.00 26 0.7296 

20 0.01 25 0.7358 

25 0.100 43 0.7296 

30 0.01 32 0.7610 
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Figure 4.14 Confusion matrix of BBO-LSTM 
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4.4 Performance Evaluation Results 

Table 4.3 demonstrates the performance evaluation results for the developed models. It 

includes the accuracy, precision, recall and F1 score performance metrics. The accuracy, 

precision, recall and F1-Score obtained by LSTM model trained with 50 nodes are 36.59 

percent, 70.87 percent, 75.26 percent, 72.99 percent respectively. Finally, the LSTM model 

trained with 100 nodes obtains accuracy, precision, recall, and F1-Score of 71.62 percent, 

78.26 percent, 74.23 percent, and 76.19 percent, respectively.  Similarly, the accuracy, 

precision, recall and F1-Score of the developed POA-LSTM model are 76.10 percent, 77.57 

percent, 85.56 percent and 81.36 percent. The accuracy, precision, recall and F1-Score of the 

developed BBO-LSTM model are 72.33 percent, 74.77 percent, 82.47 percent and 78.43 

percent respectively. In terms of accuracy, recall, and F1-score, the POA-LSTM model beat 

the other models. This might be due to the POA optimizer selecting the best model 

parameters. However, it performs slightly less in terms of F1-Score when compared with 

BBO model. This is because BBO detected more negative cases with less false positive than 

the other two models as shown in the graph in Figure 4.11. 

Table 4.3: Performance Evaluation 

Algorithms Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

LSTM-50 36.59 70.89 75.26 72.99 

LSTM-100 71.62 78.26 74.23 76.19 

POA-LSTM 77.36 85.06 76.29 80.44 

BBO-LSTM 76.10 78.64 83.50 80.99 
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The performance evaluation results of the created models are shown in Table 4.3. It includes 

the accuracy, precision, recall, and F1 score performance metrics calculated from the TP, 

TN, FP, and FN values obtained in the confusion matrices in Figure 4.10. The accuracy, 

precision, recall, and F1-Score for the developed models are as follows; for POA-LSTM (10) 

model, the figures are 76.10 percent, 79.21 percent, 82.47 percent, and 80.81 percent, 

respectively, for POA-LSTM (15) model The figures for the POA-LSTM (20) model are 

77.36 percent, 85.06 percent, 76.29 percent, and 80.44 percent, respectively, while the figures 

for the POA-LSTM (15) model are 76.10 percent, 78.64 percent, 83.51 percent, and 81 

percent, respectively, and the figures for the POA-LSTM (30) model are 74.84 percent, 78.79 

percent, 80.41 percent, and 79.59 percent respectively. 

The accuracy, precision, recall, and F1-Score for the existing models are as follows; for BBO-

LSTM (10) model, the figures are 69.81 percent, 73.79 percent, 78.35 percent, and 76.00 

percent respectively, for BBO-LSTM (15) model are 69.81 percent, 73.79 percent, 78.35 

percent, and 76.00 percent respectively. For BBO-LSTM (20) model, the figures are 69.18 

percent, 74.00 percent, 76.29 percent, and 75.13 percent respectively, for POA-LSTM (25) 

model are 72.33 percent, 74.77percent, 82.47percent, and 78.43 percent respectively, while 

for BBO-LSTM (30) model are 68.55percent, 73.27percent, 76.29percent, and 74.75percent 

respectively. 

The LSTM model trained with 100 nodes obtains accuracy, precision, recall, and F1-Score 

of 71.62 percent, 78.26 percent, 74.23 percent, and 76.19 percent, respectively. In terms of 

accuracy and precision, the POA-LSTM (20) model beat the others, while the POA-LSTM 

(15) model surpassed the others in terms of recall and F1-score. In terms of all the metrics 

assessed, the optimized models outperform the BBO-LSTM except in terms of Recall, it had 
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a higher value to that of POA-LSTM and also the optimized is far better than the un-

optimized LSTM model. This might be due to the LSTM models being trained using the 

POA optimizer's ideal settings. 

 

Figure 4.15 Accuracy, Precision, Recall and F1-Score graph of all the models evaluated 
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CHAPTER FIVE 

5.0                              CONCLUSION AND RECOMMENDATION 

5.1 Conclusion 

A customer satisfaction analysis model that is optimized was constructed in this thesis.  

Customers product review data was collected from Amazon.com and preprocessed after 

which a recently developed Pastoralist Optimization Algorithm (POA) was applied to 

optimize some of the parameters of LSTM deep learning model and also compared it with 

Biogeographic-Based Algorithm (BBO) and the normal LSTM with different nodes. The 

learning rate and number of hidden units of the LSTM were tuned, and the POA-LSTM 

algorithm's optimal population size was examined. The results showed that the optimized 

LSTM model outperforms the other LSTM models in terms of accuracy and precision. Using 

POA with 20 pastoralists, the optimization yields an ideal learning rate of 0.02 and an optimal 

node size of 18. This demonstrates that the optimized LSTM with POA outperformed the 

BBO and not optimized LSTM for analysis of public opinion. In addition, the POA may be 

utilized as a parameter optimizer. 

5.2 Recommendation 

This research shows how necessary it is to optimize parameters while using Machine 

Learning (ML) to learn in order to achieve the best result and design relative to a set of 

prioritize criteria or constraints. These include maximizing factors such as productivity, 

strength, reliability longevity, efficiency, and utilization. Based on the results, the following  

recommendations is therefore made:  



47 
 

i Other sentiment analysis datasets will be investigated in the future to assess the 

efficiency of the established algorithms.  

ii Also, several optimization strategies consisting of Bat Algorithm (BA), Particle 

Swarm Optimization (PSO), Grasshopper Optimization Alorithm (GOA) and 

Artificial Bee Colony (ABC) are can be investigated to decide their impact at the 

LSTM model. 

5.3 Contribution to Knowledge 

The main Contributions of this thesis is the design of an optimized deep LSTM Model with 

high performance for the review of customer’s sentiment. This was as a result of the 

hyperparameter tuning performed which made it possible to identify the optimal settings for 

the LSTM model.   
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APPENDIX 

 

clc; clear; close all; 

%% PROBLEM PARAMETERS 

nVar=2;             % Number of Decision Variables 

VarSize=[1 nVar];   % Decision Variables Matrix Size 

VarMin1=0.01;         % Decision Variables Lower Bound 

VarMax1= 0.1;         % Decision Variables Upper Bound 

VarMin2=5;         % Decision Variables Lower Bound 

VarMax2= 50;         % Decision Variables Upper Bound 

%% BBO Parameters 

MaxIt=1;          % Maximum Number of Iterations 

nPop=30;            % Number of Habitats (Population Size) 

KeepRate=0.2;                   % Keep Rate 

nKeep=round(KeepRate*nPop);     % Number of Kept Habitats 

nNew=nPop-nKeep;                % Number of New Habitats 

% Migration Rates 

mu=linspace(1,0,nPop);          % Emmigration Rates 

lambda=1-mu;                    % Immigration Rates 

alpha=0.9; 

pMutation=0.1; 

sigma=0.02*(VarMax2-VarMin1); 

%% Initialization 

% Empty Habitat 

habitat.Position=[]; 

habitat.Cost=[]; 

% Create Habitats Array 

pop=repmat(habitat,nPop,1); 

% Initialize Habitats 
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tic; 

load sentimentData.mat; 

load emb.mat 

[dataTrain, dataTest,inputSize] = dataPrep(sentimentData, emb); 

for i=1:nPop 

    a2=randi([VarMin2,VarMax2],1,1); 

    a1=(VarMin1+(VarMax1-VarMin1).*rand(1,1)); 

    a1=str2num(sprintf('%0.2f',a1)); 

    pop(i).Position=[a1, a2]; 

    [pop(i).Cost, net, Ypred]=FitFunction(pop(i).Position, dataTrain,dataTest,inputSize);            

%     pop(i).Cost=FitFunction(pop(i).Position); 

end 

  

% Sort Population 

[~, SortOrder]=sort([pop.Cost],'descend'); 

pop=pop(SortOrder); 

  

% Best Solution Ever Found 

BestSol=pop(1); 

  

% Array to Hold Best Costs 

BestCost=zeros(MaxIt,1); 

  

%% BBO Main Loop 

for it=1:MaxIt   

    newpop=pop; 

    for i=1:nPop 

        for k=1:nVar 
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            % Migration 

            if rand<=lambda(i) 

                % Emmigration Probabilities 

                EP=mu; 

                EP(i)=0; 

                EP=EP/sum(EP); 

                % Select Source Habitat 

                j=RouletteWheelSelection(EP); 

                 

                % Migration 

                newpop(i).Position(k)=pop(i).Position(k) ... 

                    +alpha*(pop(j).Position(k)-pop(i).Position(k)); 

                 

            end 

             

            % Mutation 

            if rand<=pMutation 

                newpop(i).Position(k)=newpop(i).Position(k)+sigma*randn; 

            end 

        end 

         

        % Apply Lower and Upper Bound Limits 

        newpop(i).Position(1) = max(newpop(i).Position(1), VarMin1); 

        newpop(i).Position(1) = min(newpop(i).Position(1), VarMax1); 

        newpop(i).Position(2) =round(max(newpop(i).Position(2), VarMin2)); 

        newpop(i).Position(2) = round(min(newpop(i).Position(2), VarMax2)); 

        % Evaluation 

        [pop(i).Cost, net, Ypred]=FitFunction(pop(i).Position, dataTrain,dataTest,inputSize);  
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    end 

     

    % Sort New Population 

    [~, SortOrder]=sort([newpop.Cost],'descend'); 

    newpop=newpop(SortOrder); 

     

    % Select Next Iteration Population 

    pop=[pop(1:nKeep) 

         newpop(1:nNew)]; 

      

    % Sort Population 

    [~, SortOrder]=sort([pop.Cost],'descend'); 

    pop=pop(SortOrder); 

     

    % Update Best Solution Ever Found 

    BestSol=pop(1); 

     

    % Store Best Cost Ever Found 

    BestCost(it)=BestSol.Cost; 

    timeSpent=toc; 

    % Show Iteration Information 

    disp(['Iteration ' num2str(it) ': Best Cost = ' num2str(BestCost(it))]); 

     

end 

%% Results 

figure; 

%plot(BestCost,'LineWidth',2); 

semilogy(BestCost,'LineWidth',2); 
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xlabel('Iteration'); 

ylabel('Best Cost'); 

grid on; 

heatmap(table(Ypred,dataTest.Sentiment,'VariableNames',{'Predicted','Actual'}),... 

    'Predicted','Actual'); 

 

function [dataTrain, dataTest,inputSize] = dataPrep(sentimentData, emb) 

doTraining = true; % Training will take ~10 minutes 

% doWordEmbeddingTraining = false; % Training a word embedding will take ~10 minute 

% load sentimentData.mat; 

data=sentimentData; 

head(data); 

data.Sentiment = categorical(data.Sentiment); 

data.Sentiment = renamecats(data.Sentiment,{'1','0'},{'positive','negative'}); 

data.TextDocuments = preprocessTweets(data.SentimentText); 

[~, idx] = removeEmptyDocuments(data.TextDocuments); 

data(idx,:) = []; 

% load emb.mat 

data.Vec = prepData(emb,data.TextDocuments);   

[dataTrain,dataTest] = partitionData(data,0.3); 

inputSize = emb.Dimension; 

%% functions 

% function data = readSentimentData(filename,n) 

% % Create datastore and read n rows of data 

%     ds = datastore(filename,'TextType','string'); 

%     ds.SelectedVariableNames = {'Sentiment','SentimentText'}; 

%     ds.SelectedFormats = {'%q','%q'}; 

%     ds.ReadSize = n; 
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%     data = read(ds); 

% end 

     

function dataReadyForLSTM = prepData(emb,documents) 

% Prep the data for the LSTM network 

  

    % Transform tweets for model 

    dataReadyForLSTM = doc2sequence(emb,documents); 

         

    % Get the max length and left-pad all sequences with zeros 

    sizes = cellfun(@(x) size(x,2),dataReadyForLSTM); 

    maxLength = max(sizes); 

    parfor i = 1:numel(dataReadyForLSTM) 

        dataReadyForLSTM{i} = leftPad(dataReadyForLSTM{i},maxLength); 

    end 

end 

  

% function tweets = getTweets(predictedSentiment, actualSentiment, predictedData, 

testData, tweetData) 

% % Get the tweets that were a given predicted sentiment and actual sentiment (ex. tweets 

that were predicted negative but were actually positive) 

%     predicted = find(predictedData == predictedSentiment); 

%     actual = find(testData == actualSentiment); 

%     falseActualIndices = predicted(ismember(predicted,actual)); 

%     tweets = tweetData(falseActualIndices); 

% end 

  

% function MPadded = leftPad(M,N) 

% % Add padding to left 
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%     [dimension,sequenceLength] = size(M); 

%     paddingLength = N - sequenceLength; 

%     MPadded = [zeros(dimension,paddingLength) M]; 

% end 

  

function [dataTrain, dataTest] = partitionData(data, holdout) 

% Partition tweet dataset with a given holdout 

    rng(1234)       

    % Split the data into training and test sets 

    cv = cvpartition(data.Sentiment,'Holdout',holdout); 

    dataTrain = data(training(cv),:); 

    dataTest = data(test(cv),:); 

end 

  

% function s = calculateScore(score) 

% % Calculate one overall score for each tweet 

%     score(:,1) = -score(:,1); 

%     s = sum(score,2,'omitnan'); 

% end 

  

end 

 

function [accuracy, net, Ypred] = FitFunction(X, dataTrain,dataTest,inputSize) 

doTraining = true; % Training will take ~10 minutes 

  

%% Create LSTM Network 

numHiddenUnits = X(2); 

LearnRate=X(1); 



60 
 

numClasses = numel(categories(dataTrain.Sentiment)); 

% numClasses = numel(unique(dataTrain.Sentiment)); 

maxEpochs = 20; 

% miniBatchSize = 27; 

layers = [ sequenceInputLayer(inputSize) 

    lstmLayer(numHiddenUnits,'OutputMode','last') 

    fullyConnectedLayer(numClasses) 

    softmaxLayer 

    classificationLayer ] 

options = trainingOptions('adam',... 

    'InitialLearnRate',LearnRate,... 

    'SequenceLength','longest', ... 

    'Shuffle','never', ... 

    'MaxEpochs',maxEpochs, ... 

    'GradientThreshold',1,... 

    'ExecutionEnvironment','auto',... 

    'Plots','training-progress','Verbose',1); 

%% Train network 

    net = trainNetwork(dataTrain.Vec,dataTrain.Sentiment,layers,options);                

%     save LSTMModel.mat net 

%% Test Test the Model 

[Ypred,scores] = classify(net,dataTest.Vec); 

accuracy = sum(Ypred == dataTest.Sentiment)/numel(Ypred); 

% Fitness=100-accuracy; 

% heatmap(table(YPred,dataTest.Sentiment,'VariableNames',{'Predicted','Actual'}),... 

%     'Predicted','Actual'); 

%% functions 

function s = calculateScore(score) 
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% Calculate one overall score for each tweet 

    score(:,1) = -score(:,1); 

    s = sum(score,2,'omitnan'); 

end 

  

end 

 

 

 

 

 


