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ABSTRACT: Keypoints detection and the computation of their descriptions are two critical steps 

required in performing local keypoints matching between pair of images for object recognition. The 

description of keypoints is crucial in many vision based applications including 3D reconstruction and 

camera calibration, structure from motion, image stitching, image retrieval and stereo images. This 

paper therefore, presents (1) a robust keypoints descriptor using a cascade of Upright FAST -Harris 

Filter and Binary Robust Independent Elementary Feature descriptor referred to as UFAHB and (2) a 

comprehensive performance evaluation of UFAHB descriptor and other state of the art descriptors 

using dataset extracted from images captured under different photometric and geometric 

transformations (scale change, image rotation and illumination variation). The experimental results 

obtained show that the integration of UFAH and BRIEF descriptor is robust and invariant to varying 

illumination and exhibited one of the fastest execution time under different imaging conditions. 

KEYWORDS: Image keypoints, Feature detectors, Feature descriptors, Image retrieval, Image 

recognition, Image dataset 

 

1. Introduction  

The description of image keypoints is at the core of 

many computer vision applications since it simplifies the 

task of object recognition and object tracking. Some of the 

computer vision applications where keypoints description 

has been found useful include pose estimation, 3D 

reconstruction and camera calibration, structure from 

motion, image stitching, image retrieval and stereo 

images. The job of a descriptor is to describe the intensity 

distribution of neighbouring pixels around an interest 

points. As a result, the performance of many vision- based 

applications such as object recognition, image retrieval 

and 3D reconstruction can be enhanced with a stable and 

distinctive descriptor.  The development of computer 

vision based application on mobile phones in time past, 

has been a challenging task due their low processing 

power. This has, however, led to a new research direction 

in image processing and computer vision on low memory 

devices such as the smart phones. The outcome of such 

research direction is the development of different methods 

for describing interest points from an image structure. 

These new methods of decomposing the whole image 

structure into a subset of descriptors reduce 

computational burden that would otherwise make the 

process of development and deployment of many 

computer vision based application cumbersome on a low 

processing devices (e.g smartphones).In recent time, few 

works have been proposed to improve the computation of 

image keypoints and their description with the aim of 

achieving real time performance and invariance to image 

transformations such as scale change, image rotation, 

illumination variation, and image blurring. Some of these 

works include the oriented FAST and Rotated BRIEF 

proposed in [1]. Binary Robust Invariant Scale Keypoint  

presented in [2] and the Fast  Retina Keypoints  proposed 

in [3].   

In order to achieve robust description of keypoints 

with minimal computation, we expanded the Upright 

FAST-Harris Filter proposed in [4] to include Binary 

Robust Independent Elementary Feature descriptor 

proposed in [5]. The expansion is a cascaded approach in 

which keypoints are first detected using the Upright 
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FAST-Harris filter follow by the computation keypoints 

descriptor around its’ neigbourhood based on Binary 

Robust Independent Elementary Feature descriptor. 

Finally, we compare the performance of UFAHB against 

other state of the art descriptors using dataset extracted 

from images captured under different imaging conditions. 

2. Related work  

A wide range of keypoints detectors and their 

descriptors are proposed in the literature. For example, the 

Oriented Fast and Rotated Brief also referred to as ORB is 

a fast and robust local keypoints detector and descriptor 

proposed in [1]. The algorithm uses the FAST keypoints 

detector to detect corners in an image and subsequently 

employs the Harris edge filter to order the FAST 

keypoints. The orientation of the detected keypoints is 

computed using the intensity centroid while the keypoints 

are described using a rotated Binary Robust Independent 

Elementary keypoint. The Binary Robust Invariant Scale 

Key points referred to as BRISK is proposed in [2]. It is a 

scale invariant feature detector in which keypoints are 

localized in both scale and image plane using the modified 

version of FAST. In [2], the strongest keypoints are found 

in octaves by comparing 8 neighbouring scores in the same 

octave and 9 scores in each of the immediate neighbouring 

layers above and below. In BRISK, keypoints are described 

by computing a weighted Gaussian average over a 

selected pattern of points around the points of interest and 

thus achieves invariance to rotation.  BRISK is however 

regarded as a 512 bit binary descriptor. Fast Retina 

keypoints (FREAK ) is proposed in [3]. It is an 

improvement over the sampling pattern and binary 

comparison test approach between points of BRISK. The 

pattern of FREAK is motivated by the retina pattern of the 

eye. However, in contrast to BRISK, FREAK employs a 

cascade approach for comparing pairs of points and uses 

128 bits as against the 512 bits obtained in BRISK to 

enhance the matching process. The Binary Robust 

Independent Elementary Feature (BRIEF) is one of the first 

binary descriptors and which was presented in [5]. The 

descriptor(BRIEF) works by building a bit vector from the 

result of comparing the intensity patterns of a smoothed 

image. Even though BRIEF does not measure keypoint 

orientation, it still can tolerate a small image rotation. 

BRIEF is computationally efficient and faster in 

comparison to BRISK and FREAK. The Scale-Invariant 

Feature Transform (SIFT) is a scale and rotation invariant 

feature detector and descriptor that is proposed in [6]. 

SIFT has a wide area of applications in object recognition, 

image stitching, stereo image, image tracking and 3D 

reconstruction. The generation of a set of image keypoints 

using SIFT method involves a stage-filtering approach that 

includes detection of scale-space extrema, key points 

localization and key points description.  SIFT uses a 4 x 4 

sub-region to divide the gradient location and 8 different 

orientations set aside for the gradient angles. The 

dimension of SIFT descriptor is 128. Speeded Up Robust 

Feature also referred to as SURF is a keypoints descriptor 

that is motivated by SIFT.  SURF is proposed in [7] – a 

robust keypoints detector and descriptor based on the 

Hessian matrix. It has a wide area of applications that 

include object recognition, camera calibration, image 

registration, 3D reconstruction and objet tracking. SURF is 

computationally efficient with a high degree of 

repeatability, robustness and distinctiveness compared to 

other detectors including SIFT. The Harris detector or 

Harris edge filter as proposed in [8] works by finding 

keypoints in image area in which the matrix of the second 

order derivatives has two large eigenvalues. In [9], 

Features from Accelerated Segment Test detector also 

known as FAST is proposed. FAST works by comparing 

the intensities value of a pixel with its circular 

neighborhood pixels. The Local Binary Pattern is a local 

descriptor that works by acquiring the intensity value of 

an image in a small neighborhood around a central pixel.  

The local binary pattern consists of a string of bits in which 

each pixel in the neighborhood is represented by one bit. 

These binary patterns are rarely used directly instead they 

are first quantized and transformed into a histogram. LBP 

was made famous by the work presented in [10]. 

3. Methodology 

The block diagram of our cascaded Upright FAST 

Harris and BRIEF method is shown in Figure 1.  In the 

diagram, keypoints from input images are detected using 

the U-FAH method and for every keypoint extracted, its 

descriptions around the neighborhood are computed 

using the BRIEF method 

 

Figure 1: Schematic Diagram of keypoints matching between pair of images 

As depicted in Figure1, keypoits and their descriptions 

are computed for both the transformed image and the 

reference images using U=FAHB. Subsequently, 

Homography warp is computed for the transformed 

image in order to align each of the transform images with 

the reference image. To keep the text clean and concise, we 

have a complete discussion of our proposed method in 

section 3.2 of this paper. 

3.1.  Dataset 

In this work, dataset from real images that represent 

different types of scenes (see Figure 2) are extracted and 
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the recall and 1-precision criterion with regard to 

matching descriptor are used to evaluate the performance 

of U-FAHB against other state of the art descriptors.  

 

Figure 2: Image pairs representing different imaging conditions such as: 

(a)scale changes, (b) image rotation, (c) viewpoint changes and (d) 

illumination change. These image are standard images for evaluation as 

proposed in[11] 

Figure 2(b) shows a pair of image rotations. The first 

image is referred to as the reference image, while the 

second image is obtained by rotating the camera optical 

axis. The angle of rotation in this case is 30 degrees; the 

average rotation angle in the dataset.  Figure 2(c), shows a 

pair of image under varying view in which the first image 

referred to as reference, the second image is obtained by 

changing the camera position at 20 degree. The pair of 

image under illumination is shown in Figure 2(d). The 

illumination pair is obtained by a decreasing illumination 

3.2. Upright FAST- Harris Filter with BRIEF 

The modular approach employed to the design of 

Upright FAST-Harris Filter as proposed in [4] offers the 

benefit to combine UFAH with other descriptors. 

However, given the low computational resource of a 

mobile phone, it is important to combine UFAH with a 

computationally efficient descriptor. In this paper 

therefore, we consider the Binary Robust Independent 

Elementary Feature descriptor proposed in [5] due to its 

computational efficiency and speed. A complete 

discussion on UFAH can be found in [4]. Hence, in this 

paper, and for clarity, we restrict the discussion of our 

cascade approach to Binary Robust Independent 

Elementary Feature only. 

3.2.1. Binary Robust Independent Elementary Feature 

Binary Robust Independent Elementary Feature 

descriptor, referred to as BRIEF is a light-weight and 

simple to use descriptor of an image patch that is 

composed of a binary intensity test.  The intensity test τ of 

a given smoothed image patch p is defined as follows: 

𝜏(𝑝; 𝑥, 𝑦) =  {
1       𝑖𝑓 𝑝(𝑥) < 𝑝(𝑦) 
0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒           

                            (1) 

 

where p(x) is the intensity of the pixel within the smoothed 

patch p at point x. Here the outputs of the binary test are 

concatenated into a vector of n bits that is referred to as the 

descriptor. This vector of n bit string can be defined as: 

                     𝑓𝑛 (𝑝) = ∑ 21≤𝑖≤𝑛
𝑖−1

𝜏(𝑝; 𝑥𝑖,𝑦𝑖)                     (2) 

While different types of test distributions are proposed 

in [5], we employed the Gaussian distribution around the 

center of the image patch for a better performance. From 

our test result, we observed that BRIEF descriptor with 512 

length gave a better performance compared to the 256 

employed in ORB. In order to reduce the noise associated 

with individual pixel when performing the binary test 

operation, a smoothing operation is applied to the image 

patch. Here, we use an integral image similar to the one 

used in [8] to perform the image smoothing operation.  

3.3.  Result of Matching Pair of Images using U-FAHB 

method 

The dataset from images captured under scale change 

(see Figure 2a) is extracted by varying the camera zoom in 

the range 0 and 2.5 scale ratio. For all transformed image, 

the homography warp H that align each of the 

transformed images with the reference image is 

computed.   

 

Figure 3:   The result of matching  descriptors from pair of image under   

(a) Scale change (b) Image rotation  ( c) View change and  ( d) Varying 

illumination 

Figure 3(a) shows the result of matching the first image 

with the second image under scale change.  

The dataset from images captured under rotation (see 

Figure 2b) is extracted by rotating the camera optical axis. 

In this experiment, the angle of rotation of the second 

image from the reference image is given as 30 degree 

representing the average rotation angle in this experiment.  

For each descriptor in the reference image, its nearest 

neighbor descriptor in the second image is computed and 

then cross checks their consistency in both directions to 

reduce false matches. The result of matching the first 

image with the second image observed under rotation is 

shown in Figure 3(b).  
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The dataset from images captured under view change 

(see Figure 2c) is extracted by changing camera position 

from a front-parallel view to more foreshortening. The 

view point angle of the second image from the reference 

image is given as 20 degrees.  For each descriptor in the 

reference image, its nearest neighbor descriptor in the 

second image is computed and then cross checks their 

consistency in both directions to reduce false matches. 

Figure 3(c) shows the result of matching the first image 

with the second image under view change.  

The dataset from the images captured under varying 

illumination (see Figure 2d) is extracted by changing the 

camera aperture.  Figure 3(d) shows the result of matching 

the descriptors from the first image with their nearest 

neighbor descriptor in the second image observed under 

varying illumination. 

4. Performance Evaluation of Keypoint Descriptors 

The joint performance of the Upright FAST-Harris 

Filter and the BRIEF descriptor is compared with the state 

of the art descriptors using the recall and 1-precision 

metrics. Given a pair of images, feature points and their 

description are computed for the reference images as well 

as for the transformed images using the appropriate 

methods.  For each keypoint in the reference image, a 

nearest neighbor in the transformed image is located 

followed by a consistency check in both directions to 

reduce the number of false matches. Subsequently, the 

number of positive matches and the false matches are 

counted and the results are plotted using the recall vs 1-

Precision curve.   

 

Figure 4: The Precision-recall curves for SIFT, U-SURF, ORB, BRISK and 

UFAHB descriptors using different dataset extracted from images observed 

under  (a) Scale change (b) Image rotation  ( c) View change ( d) Varying 

illumination 

While recall in this context corresponds to the number 

of positively matched regions in relation to the number of 

corresponding regions obtained for a pair of image and is 

therefore expressed as: 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑚𝑎𝑡𝑐ℎ𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑠
                    (3) 

1-Precision on the other hand corresponds to the 

number of false matches in relation to the sum total of 

positive matches and false matches, which can be 

expressed as: 

1 − 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛𝑜 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑚𝑎𝑡𝑐ℎ𝑒𝑠

𝑛𝑜 𝑜𝑓(+)𝑚𝑎𝑡𝑐ℎ𝑒𝑠 + 𝑛𝑜 𝑜𝑓 (−) 𝑚𝑎𝑡𝑐ℎ𝑒𝑠
         (4) 

The recall vs 1-Precision curve for dataset from image 

observed under scale change is shown Figure 4(a). As can 

be observed from the graph, ORB and U-SURF have better 

performance on scale changes compare to SIFT, BRISK and 

UFAHB.   

In Figure 4(b), the dataset extracted from image under 

rotation for all descriptors is plotted using a recall vs 1-

Precision curve. The result shows both SIFT and BRISK to 

have similar performance and better score on image 

rotation than the remaining descriptors.  

Figure 4(c) shows how well each descriptor has 

performed on a dataset extracted from pair of images 

observed under view point change. As observed from the 

graph in Figure 4(c), ORB descriptor has the highest score 

in terms of the number of correctly matched descriptors. 

The recall and 1- precision curve obtained for all 

descriptors using a dataset from image observed under 

varying illumination is shown in Figure 4(d). Here, ORB, 

BRISK and UFAHB have the best performance for a small 

number of keypoints regions detected in images of 

decreasing illumination.  

 

Figure 5:  The recognition rate as obtained for all the algorithms (SIFT, 

SURF, ORB, BRISK and U-FaHB) 

In Figure 5, the rate of recognition as observed by the 

different descriptors is shown. As can be deduced from 

graph, the Upright-FAST Harris combined with Binary 

Robust Independent Elementary Feature descriptor 

recorded the highest recognition rate as compare to the 

other descriptors.  

Table 1: Description time in millisecond across all dataset 

Descriptor Average description time(ms) 

SIFT 2.94643 

U-SURF 2.52788 

ORB 0.199153 

BRISK 0.040877 

UFAHB 0.086515 
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Table 1 and Figure 6 show the average time it takes for 

each descriptor to describe a feature region. From Table 1 

it can be observed that BRISK has the fastest description 

time. This is followed by UFAHB, ORB, U-SURF and SIFT 

in that order. 

 

Figure 6: The Average execution time recorded for the different descriptors 

(SIFT, U-SURF, ORB, BRISK, U-FaHB) 

5. Discussion and Conclusion 

All descriptors are fairly evaluated using a different 

dataset of images that are exposed to different 

photometric and geometric transformations including 

scale change, rotation, viewpoint change and illumination 

change. Their performances are analyzed using the 

precision and recall curve. The description time, which is 

critical for real time performance is recorded for each 

descriptor using the same experimental setup.   

The recall and 1-precision curve for a pair of images 

under scale change between 0 and 2.5 is evaluated. In this 

test (see figure 3a), ORB outperformed the other 

descriptors, with BRISK and UFAHB following closely in 

that order. This however, shows that descriptors based on 

the bit pattern performed extremely well in situation 

where the scale of an image varies.  The recall and 1-

precision curves obtained for a pair of images under 

rotation is evaluated to demonstrate the invariant nature 

of different descriptors (see figure 3b). The image rotation 

is 0-30 degrees representing the average rotation in the 

dataset. SIFT and BRISK outperformed other descriptors 

followed by UFAHB, ORB and U-SURF.  This thus 

indicate that both SIFT and BRISK perform extremely well 

under rotation. The recall and 1-precision curve under 

viewpoint change was evaluated between two images 

whose viewpoint angles lie between 0 and 20 degrees. 

Looking at the curve in figure 3c, it is obvious that ORB 

descriptor is not distinctive even though it is able to match 

correctly a small number of keypoints correspondences. 

On the other hand SIFT is highly distinctive compared to 

other detectors under viewpoint changes, followed by 

UFAHB and BRISK. The robustness of each descriptor to 

illumination change was evaluated on a pair of images 

with decreasing brightness. In this test as shown in figure 

3d, UFAHB, ORB and BRISK outperformed the other 

descriptors showing the robustness of bit pattern to 

illumination changes.  

In order to evaluate the potential of individual 

descriptor for real time performance, the execution time 

for each descriptor was analyzed (see table 1). The results 

obtained show that BRISK is the fastest descriptor and 

closely followed by UFAHB. Even though, the description 

time recorded by UFAHB is slow compare to BRISK, it 

boasts of accurate recognition since all sample points are 

involved in the matching process.  SIFT and U-SURF are 

the slowest of the descriptors due to their computational 

complexity.   

In conclusion, descriptors based on binary patterns are 

faster to execute under different imaging conditions. 

Therefore, the combination of UFAH and BRIEF is 

promising especially for devices with low computational 

power. 
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