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ABSTRACT: 

Insider threat refers to the risk caused to an organization's security, assets, or data by 

individuals who have authorized access to these resources, such as employees, contractors, or 

partners. The aim of an insider threat is usually to exploit their access to sensitive information 

or systems to carry out malicious activities, such as stealing intellectual property, financial data, 

or sensitive information, sabotaging systems, or processes, or committing fraud. This systematic 

literature analysed the anatomy of insider threat, including its trends and mode of attacks to 

find the possible solutions by querying various academic literature. Sources of insider threat 

dataset are revealed in this review paper to ease the challenges of researchers in getting access 

to insider datasets. In addition, a taxonomy of insider threat current trends is presented in the 

paper. This review can serve as a benchmark for researchers in proposing a novel insider threat 

detection methodology and starting point for novice researchers. 
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I. INTRODUCTION 

Insider threat refers to the risk caused to an organization's security, assets, or data by 

individuals who have authorized access to these resources, such as employees, contractors, or 

partners. This risk can arise from insiders' intentional or unintentional actions, such as 

stealing sensitive information, sabotaging operations, or simply making mistakes that 

compromise the organization's security. Insider threats are particularly dangerous because 

insiders typically have intimate knowledge of the organization's vulnerabilities, assets, and 



Ismaila Idris et al, International Journal of Computer Science and Mobile Computing, Vol.12 Issue.4, April- 2023, pg. 60-88 

© 2023, IJCSMC All Rights Reserved                                                                                                        61 

operations, making it easier for them to carry out attacks or avoid detection 

(Greitzer  Deborah A., 2010). 

Insider threats can take on various forms, such as violence, espionage, sabotage, theft, and 

cyber acts. In detail, violence may involve threatening behaviours that create a hostile or 

abusive environment, while espionage may refer to spying practices to gain confidential 

information for military, political, or financial advantage. Sabotage involves deliberate 

actions to harm an organization's infrastructure, including physical and virtual means, while 

theft may include unauthorized taking of money or intellectual property. Lastly, cyber acts 

involve stealing, espionage, violence, and sabotage in relation to technology, devices, or the 

internet. Unintentional threats may also arise from non-malicious exposure of IT 

infrastructure, while intentional threats are malicious actions that use technical means to 

disrupt regular business operations, gain protected information, or execute an attack plan 

(CISA, 2022). 

The aim of an insider threat is usually to exploit their access to sensitive information or 

systems to carry out malicious activities, such as stealing intellectual property, financial data, 

or sensitive information, sabotaging systems, or processes, or committing fraud. In some 

cases, the insider threat may be motivated by personal gain, revenge, ideology, or simply 

negligence. The impact of an insider threat can be severe, leading to financial loss, 

reputational damage, and legal liability for the organization. Therefore, organizations need to 

implement effective security measures to detect, prevent, and mitigate the risk of insider 

threats. 

The increase in insider threat incident prompted researchers to deploy efforts in order to find 

an effective solution to these attacks being perpetrated by the insider threat  (Axelrad et al., 

2013; J Liu et al., 2023; M Singh et al., 2023). In turn, the proposed solutions are expected to 

drastically reduce its negative impact, reduce the false alarm, and increase it detection rate. 

As a result of finding solution to insider threat, analysis on insider threat flooded the 

literature. However, lasting solution to insider threat is yet to become a reality despite that 

researchers have deployed the massive efforts (Axelrad et al., 2013; Michael and Eloff, 2019; 

Pal et al., 2023; Prasad et al., 2009; Sharma et al., 2020). 

There are previous systematic reviews on insider threat in the literature. However, the major 

issue with those previous reviews is that they mainly concentrated on insider threat in 

healthcare sectors and some other specific areas. In this paper, we propose to conduct a 
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comprehensive systematic review of all analysis carried out on insider threat activities which 

include its attack model, types, detection and protection of users, facilities, infrastructure, and 

environment.  

The purpose for this review work is to have a clear view on the mode of attack, structure, and 

the behaviour of various insider threat, to understand the factors that made insider threat to 

grow, and to see what the experts’ researchers are saying and doing to curtail the excesses of 

insider threat. The major contributions of the paper are as follows:  

1. We analyzed the parameters used for the evaluation of insider threat attack, and 

detection mechanisms.  

2. We summarized and tabulate all available research datasets for future analysis of 

insider threat anatomy.  

3. We present a systematic literature review of insider threat detection mechanisms. 

The remaining parts of the paper are organized as follows: Sect. 2 presents a detailed analysis 

of previous related surveys. Section 3 details the research methodology, whereas Sect. 4 the 

analysis of datasets used for insider threat. Further discussion was done in Sect. 5 before 

concluding the paper in Sect. 6.  

II. PREVIOUS RELATED SURVEYS 

This section presents previous related surveys in the area of insider threat research as shown 

in Table 2. The authors (AP Singh and Sharma, 2022) provided a systematically review on 

insider threats and its detection, while highlighting the main types and method to minimized 

insider threat attack.   

(Al-mhiqani et al., 2020) present a taxonomy of contemporary insider types, access, level, 

motivation, insider profiling, effect security property, and methods used by attackers to 

conduct attacks and analysed behaviours, machine-learning techniques, dataset, detection 

methodology, and evaluation metrics. Figure 1 shows the number of articles in each database 

sources considered for the systematic review. 

A review of insider threat detection approaches was carry out by (Kim et al., 2020) carry out 

a research how insider threat data should be collected and utilized in the industry to detect 

insider threats in the Internet of Things (IoT) environment. 
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The survey carried out by (S Yuan and Wu, 2021) on the application of deep learning 

techniques to insider threat detection, review the current developments and potential future 

directions of insider threat detection using deep learning, and its application on anomaly 

detection, as well as identification and classification of challenges. 

In the paper of (Kim et al., 2019), the authors provided a systematic understanding of the past 

literature that addresses the issues with insider threat detection by examining the different 

types of insider threats based on insider characteristics and insider activities, explored the 

sensors which make possible detecting insider threats in an automated way, and the public 

datasets available for research.  

The work of (Walker-Roberts et al., 2018) conducted a systematic review on insider threat 

detection; however, the scope of the review focused only on insider threats in the healthcare 

critical infrastructures.  

(Nazir  Shushma; Patel, Dilip, 2017) provided a comprehensive study on modelling, 

simulation, and related techniques that have been used to assess the vulnerabilities of the 

supervisory control and data acquisition (SCADA) system to cyberattacks. 

The research work done by (Rose et al., 2017) proposed a distributed, automated detection 

system among endpoint host machines with a centralized repository. 

A survey was carried out by (Jiang et al., 2016) regarding the machine-learning techniques 

that can be utilized for various computer security domains, including intrusion detection 

systems, software security, security policy management, identification of malware, mitigation 

of malware et cetera. 

A study (Sanzgiri and Dasgupta, 2016) further divides the insider threat detection techniques 

into nine classes: (1) anomaly-based approaches; (2) role-based access control; (3) scenario-

based techniques; (4) decoy documents and honeypot techniques; (5) risk analysis using 

psychological factors; (6) risk analysis using workflow; (7) improving network defence; (8) 

improving defence by access control; and (9) process control to deter insiders. 

In the study done by (Gheyas  Ali E. et al., 2016), they found that the most popular research 

trends in the field as follows: dataset- game theory approach (GTA), feature-insider’s online 

activities, and algorithm-graph algorithm. 
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Table 1: Related Surveys on Insider Threat 

S/N Reference No of references covered 

1 (Velayudhan et al., 2023) 15 

2 (AP Singh and Sharma, 2022) 14 

3 (S Yuan and Wu, 2021) 17 

4 (Al-mhiqani et al., 2020) 13 

5 (Kim et al., 2020) 11 

6 (Homoliak et al., 2019) 12 

7 (Kim et al., 2019) 14 

8 (Walker-Roberts et al., 2018) 16 

9 (L Liu et al., 2018) 18 

10 (Nazir  Shushma; Patel, Dilip, 2017) 15 

11 (Rose et al., 2017) 15 

12 (H Jiang et al., 2016) 17 

13 (Sanzgiri and Dasgupta, 2016) 19 

14 (Gheyas  Ali E. et al., 2016) 14 

15 (Azaria  Ariella; Kraus, Sarit; 

Subrahmanian, V. S. et al., 2014) 

13 

 

III. RESEARCH METHODOLOGY 

The research methodology section presents the research steps followed to review the existing 

works in the area of insider threat attack and detection systems. We also explain the selection 

of the existing studies which was done through a set inclusion and exclusion criteria. 

3.1 Protocol and Phases of the Study 

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 

(Moher et al., 2009) and the established guidelines in the work of (Kitchenham et al., 2009) 

were adopted in the course of this review. 

3.2 Search and Data Sources 

Several databases were queried to gather appropriate literature related to insider threat, and 

defend techniques. The articles were properly scrutinized using identification of primary 

studies with other different techniques. The research procedure adopted in this article 

spanned through relevant papers from a variety of academic databases including ACM 

Digital Library, IEEE Xplore, Science Direct, Springer, Taylor & Francis, Web of Science 

and Wiley Online Library as shown in Table 2. 
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Table 2: Search Database Sources 

S/N Database Name No of Article 

1 IEEE Xplore 103 

2 ScienceDirect 156 

3 Springer 98 

4 Taylor & Francis 54 

5 Web of Science 12 

6 Wiley Online Library 56 

7 ACM Digital Library 60 

Total  539 

 

3.3 Search Keyword 

The primary search terms were carefully selected to ascertain the most appropriate search 

terms. Using the review set goals, the following terms were applied to search the relevant 

literature in some reputable academic archives: ‘Insider threat, ‘Insider threat + defend’, 

‘Cyber incident + insider threat, ‘Cyber-attack + insider threat. Figure 2 shows the number of 

insider threat published articles per year. 

 

Figure 1: Number of Insider Threat Published Articles Per Years 

 

3.4 Inclusion and Exclusion Criteria for the Study 

The study utilized the five-point criteria in the determination of the eligibility of research 

publications to be selected in the review. The criteria and matching justification are shown in 

table 3. 
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Table 3: Criteria for the article inclusion and exclusion of research publications 

S/N Criteria Explanation/justification 

1 Original research publication, 

not a review or survey paper 

The research papers are expected to discuss insider 

threat, and insider threat detection mechanism. 

2 The proposed solutions must 

be capable of detecting or 

predicting insider threat 

The aim of this research is to aid novice and expert 

researcher in the development of better safety techniques 

and approaches 

3 The publication must be full-

length paper 

Short papers are insufficient in providing relevant 

information on the proposed solution 

4 The language chosen for 

writing the articles must be 

English language 

The publication must be made is English language 

5 The paper must be published 

between 2010 -2023 

The coverage of the Systematic Literature Review is 12 

years, from 2010 – 2023 

 

3.5 Data Collection and Synthesis of Results 

The articles reviewed are in consonant with the reality of the day, acknowledging the 

growing threat of insider threat in today world. The devastating effect on information and 

infrastructures of companies and organizations has led to huge losses. Dealing with the 

threats has become a mirage of nightmare to the information security experts. The two strong 

drivers that led to the growth of insider threat include the ever-changing technological 

landscape where new information technology systems are fast implemented as compared to 

the security components which are meant to protect them, and lack of policy initiative, proper 

understanding, and training of the end users on the use and application of information 

technology facilities. 

Figure 2: Number of Articles Per Journal Database 
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3.6 Study Selections Processes 

There was a total of 565 studies identified by the initial keyword searches on the chosen 

platforms. After eliminating the duplicate research, this number was drastically reduced to 

200. The research that met the inclusion/exclusion criteria were thoroughly examined, and 

167 publications were left over for reading. Only papers written in English and published 

between 2010 – 2023 were chosen. After reading all 167 papers in detail and using the 

inclusion/exclusion criteria once again, 75 papers were left for the systematic literature 

review in the end. The identification, screening, eligibility and included phases are shown in 

Figure 3.  

 

Figure 3: The Study Selection Workflow with Prisma 
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IV. SYNTHESES OF INSIDER THREAT DETECTION TECHNIQUES 

Two deep learning hybrid LSTM models integrated with Google's Word2vec LSTM (Long 

Short-Term Memory) GLoVe (Global Vectors for Word Representation) LSTM for detecting 

insider threats was proposed in (Haq et al., 2022). The models were evaluated using a real 

dataset, and the results showed that the ML-based models outperformed the DL-based ones. 

The models were compared with state-of-the-art ML models such as XGBoost, Ada-Boost, 

RF (Random Forest), KNN (K-Nearest Neighbour), and LR (Logistics Regression). The 

paper highlights the importance of pre-trained word embeddings in NLP models for detecting 

the semantic and syntactic value of the word vector. The limitations addressed in the paper 

are the availability of a limited volume of real data, ethical and privacy issues, and the high 

volume of data requiring good computation. 

Supervised insider threat detection method based on ensemble learning and self-supervised 

learning to detect malicious session which uses TF-IDF feature extraction and over-bootstrap 

sampling to improve the detection effect was proposed in (Zhang et al., 2021). The 

experimental results show that the proposed method can effectively detect malicious sessions 

in CERT4.2 and CERT6.2 datasets, with AUCs of 99.2% and 95.3% in the best case. The 

paper also shows that the proposed ensemble learning and self-supervised learning methods, 

as well as the TF-IDF feature extraction method, can improve the effectiveness of insider 

threat detection. 

The paper (Li et al., 2021) Proposed an image-based classification method for insider threat 

detection. The techniques used in this method include feature extraction, image conversion, 

and a modified unsupervised anomaly detection algorithm. The feature extraction step 

involves extracting relevant information from the images, while the image conversion step 

converts the extracted features into a format that can be used for anomaly detection. The 
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modified unsupervised anomaly detection algorithm is used to detect any abnormal behaviour 

in the user's actions. 

(D Sun and Wang, 2021) paper Proposed a framework called DeepMIT for detecting 

malicious insider threats. The framework uses Recurrent Neural Networks to model user 

behaviours as time sequences and predict the probabilities of anomalies. It also includes user-

attributes information to provide precise context, which helps identify users' truly typical 

behaviour. The framework allows for real-time learning and detection of anomalies, and 

provides further insight into the anomaly scores to help operators quickly take further steps. 

The experimental evaluations over a public insider threat dataset have demonstrated that 

DeepMIT outperforms other existing malicious insider threat solutions. 

The author (Wall and Agrafiotis, 2021) discusses the problem of insider attacks on 

organizations, where rogue employees with legitimate access to systems can evade detection 

and cause harm and how traditional security controls and detection systems are not effective 

in detecting such attacks. The paper proposes a Bayesian Network architecture that considers 

both network data and behavioural aspects to detect insider threats so as to understand the 

structure of the data and inputs specially crafted features based on theoretical foundations of 

insider threat. The proposed approach was evaluated on a synthetic dataset and showed high 

effectiveness in identifying all attacks with a very low number of false positives. 

The research paper (Nasser Al-Mhiqani et al., 2021) proposed a new model called AD-DNN, 

which uses a combination of adaptive synthetic sampling and deep neural network techniques 

to improve the detection of insider threats. The proposed model is evaluated using the CERT 

dataset, and the results show that it outperforms existing insider threat detection systems. The 

paper highlights the importance of addressing the issue of imbalanced data in insider threat 

detection and suggests that the proposed model can be a promising solution to this problem. 
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A new method for detecting and diagnosing faults in wind turbines using machine learning 

algorithms in (Nasir et al., 2021) which involves collecting data from various sensors 

installed on the wind turbine and using it to train a machine learning model. The model can 

then be used to detect and diagnose faults in real-time, allowing for timely maintenance and 

repair. The proposed method was tested on real-world wind turbines and was found to be 

effective in detecting and diagnosing faults.  

This authors (Wei et al., 2021) proposed a novel unsupervised anomaly detection scheme 

based on cascaded autoencoders and joint optimization network for detecting insider threats 

in organizations. The proposed scheme is used for data purification among unlabelled digital 

evidence and joint optimization of the dimension reduction and density estimation network. 

The paper also uses a Bidirectional Long Short-Term Memory (BiLSTM) feature extractor 

for feature representation and a hypergraph correction module to solve the high false positive 

rate problem in insider threat detection. These techniques are used to design an end-to-end 

insider threat prediction framework for proactive forensic investigation. The proposed models 

are evaluated on public benchmark datasets and show superior performance among state-of-

the-art baseline models. 

This research paper (Nasser Al-Mhiqani et al., 2021) discusses the problem of insider threats 

in organizations, which can come from trusted employees. The paper proposes a new model 

called AD-DNN, which uses a combination of adaptive synthetic sampling and deep neural 

network techniques to improve the detection of insider threats. The proposed model is 

evaluated using the CERT dataset, and the results show that it outperforms current insider 

threat detection systems. The paper highlights the importance of addressing the issue of 

imbalanced data in insider threat detection and suggests that the proposed model can be a 

promising solution to this problem. 
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(Ma and Rastogi, 2020) propose a novel approach to detect insider threat using system logs 

and a special recurrent neural network (RNN) model. The proposed model achieves 93% 

prediction accuracy. The system logs are modelled as a natural language sequence, and 

patterns are extracted from these sequences. Workflows of sequences of actions that follow a 

natural language logic and control flow are created and assigned various categories of 

behaviours - malignant or benign. Any deviation from these sequences indicates the presence 

of a threat. 

(Sheykhkanloo and Hall, 2020) focuses on detecting insider threats using machine learning 

algorithms. Insider threats can come in different forms such as malicious insiders, careless 

employees, and third-party contractors. The paper addresses the issue of an extremely 

imbalanced dataset and employs a balancing technique known as spread subsample. The 

results show that although balancing the dataset did not improve performance metrics, it did 

improve the time taken to build and test the model. 

The authors (F Yuan et al., 2020) proposed a deep adversarial insider threat detection 

(DAITD) framework to handle the class imbalance problem in insider threat detection. The 

framework uses Generative Adversarial Networks (GAN) to generate high-quality synthetic 

samples that are close to the anomalous user behaviour. The proposed method outperforms 

other comparative inside threat detection algorithms.  

In the paper (J Jiang et al., 2019) a graph convolutional network (GCN) based anomaly 

detection model was implemented to detect anomalous behaviours of users and malicious 

threat groups. The model considers both entities' properties and structural information 

between them to detect anomalous behaviours of individuals and associated anomalous 

groups. The proposed model is evaluated using a real-world insider threat data set and 

outperforms several state-of-art baseline methods. The paper also provides a general 
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framework of an anomaly detection system based on the GCN algorithm, which could be 

easily implemented and extended to other anomaly detection issues with high detection 

accuracy. 

This paper (Le and Nur Zincir-Heywood, 2019) proposed a new framework for detecting 

insider threats using machine learning algorithms. The system uses data from activity logs 

and organization structure/user information to identify unknown malicious insiders. The 

study evaluates the system's performance on individual data instances as well as normal and 

malicious insiders. The results show that the machine learning-based detection system can 

learn from limited ground truth and detect new malicious insiders with high accuracy. 

Overall, the paper presents a user-centred approach to insider threat detection that can be 

useful for companies and government agencies. 

(S Yuan et al., 2019) proposed a hierarchical neural temporal point process model for insider 

threat detection. The model combines temporal point processes and recurrent neural networks 

to capture the nonlinear dependency over the history of all activities. The model is capable of 

modelling activity times, activity types, session durations, and session intervals information. 

The lower-level of the model uses a seq2seq model with marked temporal point processes to 

capture intra-session information, while the upper-level LSTM predicts the interval of two 

sessions and the session duration based on activity history. Experimental results on two 

datasets demonstrate that the proposed model outperforms the models that only consider 

information of the activity types or time alone. 

An anomaly detection framework to address the issue of high false alarms in detecting insider 

threats was proposed in (Haidar and Gaber, 2018). The framework consists of two 

components: one-class modelling and progressive update. The one-class modelling 

component applies class decomposition on normal class data to create k clusters, then trains 
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an ensemble of k base anomaly detection algorithms. The progressive update component 

updates each of the k models with sequentially acquired FP chunks, using an oversampling 

method to generate artificial samples for FPs per chunk, then retrains each model and adapts 

the decision boundary to reduce the number of future FPs. The proposed framework is tested 

on synthetic data sets and shows better performance in terms of F1 measure and fewer FPs 

compared to the base algorithms, as well as detecting all insider threats in the data sets. 

A system for detecting insider threats in an organization using an ensemble of negative 

selection algorithms was proposed in (Igbe and Saadawi, 2018). The proposed system 

classifies user activities as either "normal" or "malicious." The effectiveness of the system is 

evaluated using case studies from the CERT synthetic insider threat dataset, and the results 

show that the proposed method is very effective in detecting insider threats. In summary, the 

paper proposes a method for detecting insider threats in an organization using an ensemble of 

negative selection algorithms, which is shown to be effective in detecting such threats. 

(Haidar and Gaber, 2018) Proposed an anomaly detection framework to address the issue of 

high false alarms in detecting insider threats. The framework consists of two components: 

one-class modelling and progressive update. The one-class modelling component applies 

class decomposition on normal class data to create k clusters, then trains an ensemble of k 

base anomaly detection algorithms. The progressive update component updates each of the k 

models with sequentially acquired FP chunks, using an oversampling method to generate 

artificial samples for FPs per chunk, then retrains each model and adapts the decision 

boundary to reduce the number of future FPs. The proposed framework is tested on synthetic 

data sets and shows better performance in terms of F1 measure and fewer FPs compared to 

the base algorithms, as well as detecting all insider threats in the data sets. 
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(Goldberg et al., 2017) is about insider threat detection research, where a prototype system 

called PRODIGAL was developed and tested to explore different detection and analysis 

methods. The paper presents the data and test environment, system components, and the core 

method of unsupervised detection of insider threat leads. The paper also discusses a set of 

experiments evaluating the prototype's ability to detect both known and unknown malicious 

insider behaviours. The experimental results show the ability to detect a large variety of 

insider threat scenario instances imbedded in real data with no prior knowledge of what 

scenarios are present or when they occur. The paper describes the architecture of the 

prototype system and the environment in which the experiments were conducted. 

A method called XABA for detecting insider threats in real-time without the need for 

contextual data entries or preprocessed user activity logs was proposed in (Zargar et al., 

2016). XABA learns user roles and exclusive behaviours by analysing raw logs related to 

each network session of the user. It then checks for abnormal patterns and triggers the 

appropriate alert if any are found. The method is implemented on the big-stream platform to 

operate on high rates of network sessions. The paper presents a real traitor scenario to 

evaluate XABA, which is detected with low false positives. Overall, XABA can detect 

diverse types of scenarios in many contexts without any predefined information or 

preprocessed activity logs. 

(Rashid et al., 2016) proposed a novel approach to detecting insider threats in organizations 

by using Hidden Markov Models (HMM) to learn a user's normal behaviour and detect 

anomalies in that behaviour. The paper provides evidence that this approach is successful at 

detecting insider threats and accurately learning a user's behaviour. The results show that the 

HMM is able to learn a user's behaviour and determine when the user deviates from that 

behaviour. The use of a HMM allows us to visualize the model and understand what the 

model deems as normal behaviour, which helps in identifying anomalous behaviour. 
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This research paper (Bin Ahmad et al., 2014) proposed  a modified framework for detecting 

insider threats in organizations. The framework includes a fuzzy classifier and genetic 

algorithm to improve the accuracy of user behaviour categorization and reduce false alarms. 

The effectiveness of the modified framework has been verified through a scenario-driven 

approach and mathematical evaluation. The results show that the modified framework can 

accurately classify and detect users, which can help minimize false alarms. The paper 

suggests that this framework can be adopted by organizations with critical business 

operations.
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Table 3: Syntheses of Insider Threat Detection Techniques 

S/N Reference Techniques Problem Addressed Results/Findings Limitation 

1 (Haq et al.,  2022) Long Short-Term Memory 

models integrated with 

Google's Word2vec and 

GLoVe (Global Vectors for 

Word Representation). 

The paper addresses the 

limitations in detecting 

insider threats, by 

developing models for 

detecting insider threats 

using a real dataset, high 

accuracy, and 

significantly lower false 

alarm rate. 

Word2ve was the lowest 

accuracy rate at 73.4% 

and GLoVe was slightly 

better at 74.58% with a 

loss value of 1.167 for 

GLoVe and 1.156 for 

Word2ve. 

The volume of 

data was quite 

high; which makes 

computation 

complex. The 

literature focus on 

an insider threat 

dataset that is 

more of an email 

corporate fraud. 

2 (Zhang et al., 2021) TF-IDF + Over Booting + 

Self Supervised. 

The paper addresses the 

problem of detecting 

insider threats in 

computer networks by 

improving the 

effectiveness of insider 

threat detection and 

mitigate the damage 

caused by insider attacks 

A 65.5% false positive 

rate on 0.1 was recorded 

and 95.3% AUC. 

The paper does not 

provide a detailed 

analysis of the 

proposed method, 

which may be a 

concern for large-

scale deployments 

3 (D Sun and Wang, 2021) The paper Proposed a 

framework called DeepMIT 

which utilize Recurrent 

Neural Network (RNN), and 

user-attributes as categorical 

features 

The paper addresses the 

issues of insider threats 

93.2% was recorded for 

Recall, 91.6% for 

precision and 92.4% for f 

measure 

The paper does not 

address the issue 

of false negatives 

4 (Li et al., 2021) The techniques used in this 

method include feature 

extraction, image 

It addresses the problem 

of an approach that 

converts the 

The results show that the 

proposed method 

outperforms existing 

The proposed 

method may not 

be suitable for 
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conversion, and a modified 

unsupervised anomaly 

detection algorithm. 

unsupervised anomaly 

detection problem into a 

supervised image 

classification problem, 

thereby reducing the 

complexity of the 

detection process. 

methods in terms of 

detection accuracy and 

false alarm rate 

detecting 

advanced insider 

threats that 

involve 

sophisticated 

attack techniques. 

5 (Nasir et al., 2021) This paper used LSTM-

Autoencoder as the 

algorithm and  

The paper addresses the 

problem of insider threat 

detection in networked 

systems of companies 

and government 

agencies.  

The results show that the 

model can achieved 

90.60% accuracy rate 

The performance 

is dependent on 

the quality and 

quantity of the 

data used for 

training and 

testing 

6 (Wei et al., 2021) The paper Proposed a novel 

unsupervised anomaly 

detection scheme based on 

cascaded autoencoders 

(CAEs) and joint 

optimization network. 

The paper addresses the 

problem of detecting 

insider threats via a 

proactive forensic 

investigation framework. 

0.938 was recorded for 

Recall, 0.926 for 

precision and 0.932 for f1 

score. 

No accuracy rate 

is recorded. 

7 (Le et al., 2020) The paper Proposed a 

machine learning-based 

system for user centred 

insider threat detection 

which then analyses data on 

multiple levels of 

granularity to identify not 

only malicious behaviours 

but also malicious insiders.  

The paper addresses the 

problem of insider threat 

detection in networked 

systems of companies 

and government 

agencies.  

The results show that the 

machine learning-based 

detection system can 

detect up to 85% of 

malicious insiders at only 

a 0.78% false positive 

rate. The system is also 

able to quickly detect 

malicious behaviours, as 

low as 14 minutes after 

the first malicious action. 

The proposed 

system does not 

address the issue 

of false negatives 

8 (Ma and Rastogi, 2020) The paper Proposed a novel The paper addresses the The proposed model Relies on system 
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approach that uses system 

logs to detect insider 

behaviour using a special 

recurrent neural network 

(RNN) model involving 

modelling system logs as a 

natural language sequence 

and extracting patterns from 

these sequences. 

problem of insider threat 

detection in information 

communication 

technology to 

successfully detect only 

known types of 

anomalies from the log 

entries 

achieved a 93% 

prediction accuracy rate. 

logs to detect 

insider behaviour, 

and the proposed 

approach may 

require significant 

computational 

resources to 

process large 

amounts of system 

logs. 

9 (Schuartz et al., 2020) The authors have presented 

a large data stream detection 

and analysis distributed 

platform for detecting 

threats on the internet. The 

platform uses machine 

learning techniques for 

dimensionality reduction. 

The problem addressed 

in this research is the 

detection of threats on 

the internet and the 

prevention of such 

attacks from occurring 

through the analysis of 

patterns and behaviour of 

the data stream in the 

network. 

 The paper does not 

provide 

information on the 

scalability of the 

proposed platform 

10 (Sharma et al., 2020) The technique involves the 

use of LSTM-based 

Autoencoder to model user 

behaviour based on session 

activities while following a 

two-step process of 

calculating the 

reconstruction error using 

the autoencoder on the non-

anomalous dataset and then 

using it to define the 

threshold to separate the 

The paper addresses the 

problem of identifying 

anomalies from log data 

for insider threat 

detection, 

The experimental results 

show that the model 

produced an Accuracy of 

90.17%, True Positives of 

91.03%, and False 

Positives of 9.84%. 

High building 

features might 

lead to missing 

some key 

information and 

does not discuss 

the scalability of 

the proposed 

technique for large 

datasets.  
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outliers from the normal 

data points. 

11 (Elmrabit, Yang, et al., 2020) Random Forest 

 

 A 92.0% accuracy rate 

was achieved for both 

recall, precision, and f-

score. 

The accuracy rate 

fluctuates 

depending on the 

environment. 

12 (Ferreira et al., 2019) Feature normalization 

(scaling), Representation of 

explicit temporal 

information and Random 

Forest, Decision Tree, or 

Logistic Regression to 

evaluate the performance of 

the proposed techniques 

Explores different 

techniques to leverage 

spatial and temporal 

characteristics of user 

behaviours to improve 

the performance of 

machine learning-based 

insider threat detection. 

The results show that 

different feature 

normalization techniques 

and temporal information 

representation have 

varying effects on 

different classifiers. The 

Standard Scaler with 

Random Forest classifier 

produced the best 

performance. 

The method is not 

robust for other 

machine learning 

classifier 

13 (J Jiang et al., 2019) Graph Convolutional 

Networks. 

 94.5% and 83.3% were 

recorded for accuracy and 

recall. 

Take effect when 

detecting 

malicious groups 

in correlated 

anomalous events 

and groups. 

14 (Tuor et al., 2017) Deep and recurrent neural 

networks model are used to 

analyze system logs and 

identify potential cases of 

insider threat. 

Focuses on the analysis 

of an organization's 

computer network 

activity as a key 

component of early 

detection and mitigation 

of insider threat. 

The events labelled as 

insider threat activity in 

the dataset had an 

average anomaly score in 

the 95.53 percentile 

The lack of a 

detailed analysis 

of computational 

resources required, 

and the issue of 

false positives not 

being addressed. 
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15 (Lin et al., 2017) The paper Proposed a hybrid 

model based on the deep 

belief network (DBN) and 

One-Class SVM (OCSVM) 

to detect insider threat. The 

DBN is used to extract 

hidden features from the 

multi-domain feature 

extracted by the audit logs, 

and the OCSVM is trained 

from the features learned by 

the DBN. 

The paper addresses the 

problem of the existing 

work that mainly focused 

on the single pattern 

analysis of user single-

domain behaviour, so as 

to improve the accuracy 

rate. 

 

87.79% was recorded for 

the accuracy rate and 

12.18% for the false 

positive rate. 

Cannot handle 

temporal data and 

generates a large 

number of false 

alarms. 

16 (L Sun et al., 2016) These techniques 

introducing an extended 

version of the Isolation 

Forest algorithm for 

detecting anomalous user 

behaviour. 

The goal of this paper is 

to raise an alarm to the 

system administrator and 

determine whether the 

behaviour constitutes an 

unauthorized or 

malicious use of a 

resource. 

The literature obtained a 

recall of 98.92%, 

accuracy of 50.77%, 

97.50%, true positive of 

98.92%, false positive 

and 50.50% precision. 

Each access log 

was considered an 

individual event. 

17 (Azaria  Ariella; Kraus, Sarit; 

Subrahmanian, V. S. et al., 

2014) 

Seven algorithms were 

developed and evaluated 

using the Behavioural 

Analysis of Insider Threat 

(BAIT) framework 

The problem addressed 

in the paper is the issue 

of insider threat, which is 

receiving increasing 

attention within the 

computer science 

community as well as 

government and industry. 

A recall of 0.6 with a 

precision of 0.3 was 

recorded. 

The literature did 

not use an 

established dataset 

and does not 

address the issue 

of false positives. 
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V. SYNTHESES OF INSIDER THREAT DATASET 

One of the major challenges faced in the analysis of insider threat are accessibility to 

essential datasets. Most of the research papers could not make available the sources of their 

dataset while some complained about lack of recent dataset to test their proposed model. 

However, recent dataset is very critical in evaluating newly proposed detection system 

because of the advancement of technology which renders old datasets irrelevant. 

Table 4: Syntheses of Insider Threat Dataset 

S/N Reference 

E
n

ro
n

 c
o
rp

u
s 

C
E

R
T

  

N
S

L
K

D
D

 O
R

 

K
D

D
-9

9
 

S
ch

o
n

la
u

 

R
U

U
 

T
h

e 
W

o
lf

 o
f 

S
U

T
D

  

V
eg

a
s 

1 (Haq et al., 2022) √ √      

2 (Zhang et al., 2021)  √      

3 (D Sun and Wang, 2021)  √      

4 (Wei et al., 2021)   √     

5 (Nasir et al., 2021)  √      

6 (Sharma et al., 2020)  √      

7 (Soh et al., 2019) √       

8 (Michael and Eloff, 2019) √       

9 (J Jiang et al., 2019)  √      

10 (Meng et al., 2018)   √     

11 (F Yuan et al., 2018)  √      

12 (Lin et al., 2017)   √     

13 (Meryem  Douzi; Bouabid, El 

Ouahidi; Mouad, Lemoudden, 

2017) 

  √     

14 (Gamachchi and Boztaş, 2017) √       

15 (Bose  Bhargav R.; Tirthapura, 

Srikanta; Chung, Yung-Yu; Steiner, 

Donald, 2017) 

 √      

16 (Legg  Oliver; Goldsmith, Michael; 

Creese, Sadie et al., 2017) 

 √      

17 (Neu et al., 2017)   √     

18 (Rashid et al., 2016) √       

19 (Legg et al., 2016)  √      

20 (Gavai et al., 2015)   √    √ 

21 (Punithavathani et al., 2015)  √      

22 (Alguliev and Abdullaeva, 2014)     √   

23 (Young et al., 2013)  √      

24 (Salem  Salvatore J., 2011)    √    

25 (Okolica et al., 2007) √       
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VI. SYNTHESES OF PARAMETER  

In evaluating the performance analysis of the experiment, most researchers adopt various 

parameters in arriving at their decisions. Some of the metrics used include: Region of 

Convergence (ROC), Area under Curve (AUC), false-positive rate (FPR), accuracy, precision 

and recall as tabulated in the Table 5. 

Table 5: Syntheses of Insider Threat Evaluation Metric 

S
/N

 

R
ef

er
en

ce
 

A
cc

u
ra

cy
 

F
 S

co
re

 

F
a
ls

e 
P

o
si

ti
v
e 

P
re

ci
si

o
n

 

R
ec

a
ll

 

A
U

C
 

R
O

C
 

1 (S et al., 2023) √ √   √   

2 (Haq et al., 2022)  √  √ √   

3 (D Sun and Wang, 2021)  √  √ √   

4 (Wei et al., 2021)  √  √ √ √  

5 (Zhang et al., 2021) √       

6 (Ma and Rastogi, 2020) √       

7 (Nasser Al-Mhiqani et al., 2021) √ √  √ √   

8 (Le and Zincir-Heywood, 2021) √  √ √    

9 (Wall and Agrafiotis, 2021)  √  √ √   

10 (Li et al., 2021) √  √     

11 (Elmrabit, Zhou, et al., 2020) √ √  √ √   

12 (Le and Zincir-Heywood, 2020)      √  

13 (Lu and Wong, 2019) √       

14 (Wang et al., 2018) √ √      

15 (F Yuan et al., 2018)      √  

16 (Ha and Ryu, 2017) √   √    

17 (Gavai et al., 2015) √      √ 

18 (Alahmadi et al., 2015) √ √  √ √   

19 (Azaria  Ariella; Kraus, Sarit; 

Subrahmanian, V. S. et al., 2014) 

 √  √ √   
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VII. CHALLENGES AND FUTURE RESEARCH DIRECTION 

The average global cost of insider threat incidents has increased over the last two years from 

8.76 million dollars in 2018 to 15.4 million dollars in 2022 with negligent insiders being the 

most common and accounting for 56% of all incidents costing an average of $484,931 per 

incident (Ponemon Institute, 2022) despite the number of researchers and solutions that had 

been developed over the years. This does not happen due to the absence of solutions, but 

challenges which prevent these solutions from being efficient, like advancement in 

technology, number of devices connected, inexperience of employers and employees. 

An effective detection technique for insider threat should have the abilities to detect threat in 

real time while making sure the false alarm in not hindering the detection accuracy rate.  

Detecting insider threat with machine learning will no doubt go a long way but each 

technique here is highly dependent on the size and quality of the dataset and the experimental 

set up. 

With any detection techniques, it should be able to give similar results even with changes in 

environment and this is possible when all logs are taking into consideration and the threat 

level is constantly updated. This detection system should utilize a method of dynamic and 

robust behaviour forecasting analysis together with intelligent machine learning to deliver 

predictive capabilities of insider threat detection.  

One of the most effective strategies against insider threat is to stop employees from bringing 

their personal devices or accessing information in the organization with the private devices. 

This should be in conjunction with real time monitoring 
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VIII. CONCLUSIONS 

In this paper, we present a systematic review on insider threat detection mechanism from 

2010 to 2023 so as to provide an understanding for novice researcher interested in insider 

threat. 

For this purpose, insider threat detection techniques have been examined, analysed, and 

surveyed. In future, it is expected to research and predict which detection technique would be 

useful and effective to combat insider threat. 
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