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1) Abstract: 
Android malware is growing at alarming rate and spreading rapidly despite on-going mitigating 

efforts. This brings a necessity to find more effective solutions to detect those malwares and prevent 

users from any malicious threats. This study uses the PRISMA statement as a reference so to be 

transparent. This paper uses a SLR to identify where recent studies in Android malware detection have 

been focused on and offers a broad perspective relating to types of analysis and the dataset sources 

used in the research area within the range of 2015 to 2020. A total of 58 selected papers met the 

inclusion criteria based on title of articles, exclusion criteria, reading abstract and content of the 

selected 58 papers. Different data are extracted from these articles and recorded in an excel sheet for 

further analysis. Most of the paper discussed about the use of systematic analysis approach to analyze 

malware using Debrin dataset, Google Play dataset and Virus Share dataset samples. The systematic 

review carried out would provide information to all researchers and further inform the requirements 

for future development of enhanced malware analysis and detection methods. 

 

2) Introduction: 
The advancement of mobile devices from a simple form of sending Short Message Service (SMS) and phone 

calls to smartphones particularly android is accelerating the mobile industry and device users are increasing 

exponentially [1]. For the last few years, Android is known to be the most widely used operating system and 

this rapidly increasing popularity has attracted the malware developer’s attention. Android allows 

downloading and installation of apps from other unofficial market places. This gives malware developers an 

opportunity to put repackaged malicious applications in third-party app-stores and attack the Android 

devices[2]. However, the advent of malicious applications exploiting the ease of access provided for the 

above-mentioned software and hardware makes a nightmare situation for conventional malware 

detection systems to handle these malicious apps. Android has 3.5 million applications in its ecology and 

99% of the total malware is targeted towards Android[3].  

In general, the existing methods for Android malware detection are roughly classified into three categories. 

The first one is the static detection, including signature-based methods, permission-based methods, bytecode-

based methods, and hybrid static analysis methods. These methods check static Android applications to find 

any potential malicious features without application execution. The second is dynamic detection that 

executes applications in isolated environments (such as sandbox, simulator, virtual machine) and then 

determines whether they are malicious or not by monitoring and tracking their behaviors. The combination 

of static detection and dynamic detection is the third one, called hybrid detection. Traditional malware 

detection methods rely mainly on the accumulation of signature libraries and human intervention by malware 

analysts, so it has been difficult to adapt to the explosive growth of Android malware[4] 

Static detection approaches are the most common ones used by antiviruses. Technically, these techniques 

examine the binary code of the targeted file, analyze all possible execution paths, and identify the malicious 

code without any execution. However, analyzing binary codes turns out to be difficult nowadays because 

modern compilers and runtime libraries have introduced significant complexities to these codes. This has 

negatively affected the capabilities of binary analysis toolkits to analyze binary codes, and as a consequent 

inaccurate analysis can be reported.[5] 

https://www.sciencedirect.com/topics/computer-science/malicious-application
https://www.sciencedirect.com/topics/computer-science/malware-detection
https://www.sciencedirect.com/topics/computer-science/malware-detection


This work conducts a systematic Literature review on Android malware detection using the PRISMA 

framework. Many innovations in the conduct of systematic reviews have occurred since publication of the 

PRISMA 2009 statement. For example, technological advances have enabled the use of natural language 

processing and machine learning to identify relevant evidence[6],[7]. To ensure a systematic review is 

valuable to users, authors should prepare a transparent, complete, and accurate account of why the review 

was done, what they did (such as how studies were identified and selected) and what they found (such as 

characteristics of contributing studies and results of meta-analyses). Up-to-date reporting guidance facilitates 

authors achieving this[8],[6]. 

 

3) Methodology 
To create a structured and accountable SLR, we use the PRISMA (Preferred Reporting Items for Systematic 
Reviews and Meta-Analysis) Statement [9]. This statement contains two parts, a checklist and a flow 
diagram. The checklists are useful to help a researcher to point the data which should be listed on a SLR. 
At the same time, flow diagrams help researcher to ensure transparency of the literature used by SLRs. This 
flow diagram consists of four stages;(1) Identification, (2) Screening, (3), Eligibility, and (4) Included.  

 

A) Research Question 

The following research questions were developed. 

RQ1 – Which is the most frequent used analysis in android malware detection?  

We focused on each paper to identify the different analysis used in their research and graphically 

illustrate the analysis with the highest number of occurrences in the paper reviewed range to answer 

this question. 

RQ2 – What sources of dataset have been used the most in the research area? 

We answer this question by looking at the dataset sources used by each research paper and document 

our findings. 

 

TABLE I. Inclusion and Exclusion Criteria 

Criteria 

Inclusion A1. The full article was written in English 

A2. Only Journal article papers  

A3. Solutions contain Android malware detection techniques 

Exclusion B1. The article was written outside the range 2015-2020 

B2. Book and white paper 

B3. Duplicate copies indexed in other databases 

B4. Literature review or overview of other paper 

B5. Papers not explicitly related to android malware detection 

 

 

 

https://www.sciencedirect.com/topics/social-sciences/natural-language-processing
https://www.sciencedirect.com/topics/social-sciences/natural-language-processing


B) Identification Stage 

At the identification stage, we develop a search strategy to identify relevant literature. This search strategy was 

tailored to two databases: Science direct and IEEE, and the search term used were the following: “Android malware 

detection” NOT Review (included to restrict the search to a particular area). All search spanned from 

database and by default we implement the exclusion and inclusion filters which A1, A2, and B4 to the 

journal database shown in Table II. The process was carried out on 6th September, 2021 and the results of 

the search are shown in Table II. 

 

TABLE II. Related study found using Key words  

Database Journal Journal Articles 

Science Direct 27 

IEEE Explore 31 

Total 58 

 

 

 

C) Screening Stage:  

At this stage, we implement selection criteria by going through the title, abstract, metadata and conclusions 

to sort out appropriate articles. At this stage 58 papers will be processed. Duplicate reports were not found 

(B3), Papers not explicitly related Android Malware detection are not present (B5). A total of 58 papers 

were still used in the eligibility stage 

 

D) Eligibility stage: 

This is the quality assessment stage. The study is based on original journal articles. For maintaining the 

quality of the review, all duplications were checked thoroughly. Abstract of the articles were checked 

deeply for the analysis and purification of the articles to ensure the quality and relevance of academic 

literature included in the review process. A careful evaluation of each research paper was carried out at a 

later stage.  The next exclusion criteria were to limit the papers to those applying Solutions using Android 

malware detection techniques(A3). Furthermore, after the filtration process no papers were removed from 

the study. We selected 58 Journal articles after assessing each article on the aforementioned inclusion and 

exclusion criteria. 

This stage is useful to ensure that existing articles can answer our research questions. 

 

E) Included stage: 

This is usually the data extraction phase where a total of 58 articles were selected and the characteristic 

extracted were 

1) Article must be Journal paper 

2) Article must be in English language 

3) Extracted articles were published between 2015-2020 

4) Article must proffer Solutions to Android malware detection 

At this stage all answers from the RQ will be written on a table which has been collected previously 

 

 

 

 

 

 

 

 

4) Result and Discussion 



A) Overview 

Every step in the PRISMA flow diagram is detailed in Fig. 1 to keep transparency. 

 

PRISMA 2009 Flow Diagram 

 

 

 

 

   

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig 1. SLR transparency process using Prisma Flow Diagram[9] 

 
In the Identification phase, after some basic inclusions and exclusions were applied in two journal 

databases, there were 5   8 articles matching our criteria to answer the RQ. No articles were added from other 
sources, we got 58 papers to be processed. In the Screening and Eligibility step, we excluded no paper. At 
the end, 58 articles will be included in this report. 

 
Those articles were separated into the database distribution. The results are shown in  

Fig. 2. The data also proceed to see the distribution per annum and presented in Fig. 3  
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Fig.2 Total Journal articles distribution per database 
 

 

Fig.3 Total Journal articles distribution per year. 

Based on Fig.3 it can be seen that Android Malware detection research that fits our filter increased 

significantly across 2018-2020. While in Fig. 2 the two Journal databases shows that IEEE has more Journal 

papers than Science direct in the research area. IEEE has a total of 31 Journal papers which were used in this 

review while Science Direct has a total of 27 papers.  

A) RQ1 – Which is the most frequent used analysis in android malware detection?  

We use a total of 49 available articles to answer RQ1. We created a graphical and tabular analysis to 

describe the types of android malware analysis included in the research report as shown in Fig. 4 and 

TABLE III. It can be seen from Fig. 4 that static analysis has the highest occurrences in our search. 

 

 

 

Fig.4 Android malware analysis frequency distribution 
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TABLE III. Overview of RQ1 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Frequency distribution of dataset sources used in Android malware detection 

B) RQ2 – What were the most frequently sources of dataset found in the review 

 

To answer this question, we use 53 Journal articles published within the year 2015-2020 to identify the 

sources of the dataset used in their research and the findings to answer RQ2 is graphically represented in Fig. 

5. It can be seen that Drebin, Google play and Virus share are the most common dataset sources used in the 

area of Android malware detection. The literatures that used these database sources have been summarized 

in TABLE IV Showing references of the journals. We bench mark a  minimum of 8 journals that have used 

at least one category of the dataset sources mentioned above in their experiment. 

TABLE IV. Overview of RQ2 

S/N Dataset type LITERATURE 

1 Google Play [40],[43], [17], [16], [15], [51], [31], [50], [52], [42],[4],[34], 

[14],  

2 Drebin [40],[39],[47],[2],[21],[20],[19],[37],[49],[38],[48],[35],[36],[10], 

[44],   

3 Virus share [22],[44], [43], [18], [42], [4],[61],[26], [25], [24], [23] 
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5) Limitation 

The limitation of this paper is the journal database used. The more journal databases used, the more diverse 
answers from the RQ are. Besides, the use of keywords in the journal   database is also another limitation 
coming from the journal database's engine. Applying the same keywords in different journal databases will 
result in the different conclusion. 

 

6) Conclusion 

This SLR research conducted in September 2021 on the two journal databases (IEEE and Science Direct) 
could filter 58 papers using the search criteria were used in this study. In RQ1, there were 53 journals accessed 
to conclude on the research question. The majority of researchers are spread across a period of 3 years i.e 
2018,2019 and 2020. RQ2 has mapped out the recent and most frequently used dataset sources in the 
research area, which were discussed in the article. 

Our results indicate that the majority of research done in the area of Android malware detection was 
carried out between 2018-2020. Fig. 2 summarizes the result of the majority of the research carried out within the 
search range of 6 years. Majority of the dataset used was the Debrin dataset, Google Play and Virus share. 
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