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A formal Call for Papers was issued, inviting anyone interested to submit a paper within categories spec-
ified by the Organising Committee. Authors uploaded their papers via web interface to a database.
Papers were assigned to the review panel in the field to judge on the possible acceptance of the submis-
sion, based on the scope and depth of the subject matter.

The review process is based on the international de facto standard for blind paper reviews, and was
undertaken by at least three experienced and well respected individuals. Papers were scrutinised by a
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tional experts. The reviewers were asked to provide specific feedback, both positive and negative. This
was the only information from the review process disclosed to the authors; all other information was
kept confidential.

Reviewers used a 5 point scale to rate the following criteria:

¢ Originality
¢ References
¢ Technical quality

* Presentation style

Reviewers gave an overall rating and were asked to provide comprehensive comments, which assists
the authors in improving and correcting their papers.

The reviewers submitted their scoring and comments via web interface to the database and the Technical
Programme Committee (TPC) drew reports and aggregated the individual scores. The papers were
ranked on their average weighted score, and the programme dictated the number of papers that could
be accepted. Papers were submitted to an online plagiarism database, before being accepted.

The reviewers’ comments were forwarded to the authors, with a request to submit a final revised ver-
sion. Only those papers of high enough quality, as recommended by the respective reviewers, are in-
cluded in the SATNAC 2021 proceedings as full reviewed papers.
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Towards Achieving an Efficient ADR Scheme for LoRaWAN:

A Review of the Constrained Optimisation Approach
Rachel Kufakunesu®, Gerhard P. Hancke'?, Adnan M. Abu-Mahfouz '3

!Department of Electrical, Electronic and Computer Engineering, University of Pretoria, Pretoria 0002, South Africa
2Nanjing University of Posts and Telecommunications, Nanjing 210023, China

3Council for Scientific and Industrial Research (CSIR), Pretoria, 0184, South Africa
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Abstract—Long Range Wide Area Network (LoRaWAN) is a
networking technology that is rapidly growing in the Internet of
Things (IoT) implementations under Low Power Wide Area
Networks (LPWAN). The main goal of LoRaWAN is to optimise
the coverage range, capacity, cost and battery life of the network.
A vital LoRaWAN characteristic is the Adaptive Data Rate
(ADR) algorithm that minimises energy utilisation and maximises
throughput by regulating the bit rate, based on the link budget
for individual end devices in the LoRaWAN. ADR regulates the
transmission  parameters, specifically Bandwidth (BW),
Spreading Factor (SF), Transmission Power (TP) and Coding
Rate (CR). The current spurt in 10T deployments has
resulted in diverse QoS requirements, metrics, and
implementation strategies. We present a comprehensive
review of the constrained optimisation methods used to enhance
ADR schemes for LoRaWAN technology. We highlight the
strengths and drawbacks and computational complexity of the
approaches. We provide a comparison of the optimisation
techniques and identify research challenges and potential future
study.

Keywords— Adaptive Data Rate, Computational Complexity,
Constrained Optimisation, Internet of Things, LoRaWAN,

I. INTRODUCTION

Numerous organisations in various industries are
increasingly adopting the Internet of Things (loT) to improve
their functionality and improve decision making to improve the
customer experience. Consequently, an accretion in devices
connecting to the internet has ensued. These end devices (EDs)
are required to have the capability of acquiring an Internet
Protocol (IP) address and capable of data transfer over a
network. Long Range Wide Area Network (LoRaWAN) is a
Low Power Wide Area Network (LPWAN) that operates in the
unlicensed industrial, scientific, and medical (ISM) frequency
bands connected in a star network topology. A characteristic of
LoRaWAN is low power consumption, low data rate (small
data packets) and long-range communication up to five
kilometres in urban locations and up to forty kilometres in rural
locations [1].

The LoRaWAN network incorporates five core elements:
the end devices also called end nodes, the gateway (GW), the
network server (NS), the Join Server (JS) and application
servers (AS) configured in a star topology architecture as
shown in Fig I. The LoRa ED consists of a wireless transceiver
and sensor nodes that send packets to several GWs within its
locality utilising LoRa radio frequency (RF) modulation. GWs
draw their power from the mains and can connect to the
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internet and comprise of radio components with transmitters
and microprocessors for information processing. The cloud-
based NS receives data packets from each GW which it
consecutively transmits to the characteristic Application
Server (AS). Where multiple GWs are available in a network,
it is possible for one ED to send data to all the GWs. GWs are
capable of concurrently listening to multiple frequencies in
each SF.

The Adaptive Data Rate (ADR) scheme is an essential
feature in LoRaWAN. Its objective is to minimise power
utilisation and maximise throughput by regulating the bit rate
depending on the link budget for each ED in the LoRaWAN.
ADR regulates the transmission parameters, specifically
transmission power (TP), spreading factor (SF), bandwidth
(BW) and coding rate (CR) depending on the link budget.
Optimising the ADR reduces airtime and increases network
capacity and improves energy efficiency. The upsurge in loT
implementations has resulted in a wide variety of quality of
service (QoS) specifications, benchmarks, and deployment
methods. As such, ADR schemes have been implemented
using different approaches. This paper looks at the constrained
optimisation methods used to enhance the ADR schemes for
LoRaWAN technologies. The key contributions of this paper
are defined as follows:

e An overview of the ADR scheme and a
comprehensive review of its parameters.

e An investigation of the constrained optimisation
techniques that enhance the ADR schemes which are
proposed in literature.

e A discussion of the strengths, drawbacks, and
computational complexity of the optimisation
techniques.

o Identification of research challenges and open issues
for farther study.

The remainder of the paper is organised as follows: Section

Il provides an overview of the ADR scheme in LoRaWAN,
describing how the algorithm works. Section 111 describes a
typical system model, Section IV presents a review of the
constrained-optimisation techniques. Section V features a
discussion of strengths, drawbacks, and computational
complexity of the optimisation method. Section VI concludes
this paper.

Il. TECHNOLOGICAL OVERVIEW

The ADR scheme was developed into LoRaWAN to enable
the management of the ED transmission parameters to increase
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the packet delivery ratio (PDR). The uplink (UL) data
transmitted from the ED to the GW is determined by the
transmission parameter settings that are controlled by the ADR
algorithm. The ADR algorithm manages the data rate and TP
of EDs centred on the link budget approximation in the UL data
packet and the maximal signal-to-noise ratio (SNR) essential
for correctly decoding data packets at the current data rate.
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Figure I. LoRaWAN Architecture[2]

Where stationary EDs are concerned, ADR is managed by the
NS subject to the historical information of the UL packets
received from the EDs, termed “Network-managed ADR or
Static ADR”. This network-regulated ADR scheme would not
function with mobile EDs due to channel degradation that
arises when the mobile ED changes position. Where mobile
EDs are considered, the ADR mechanism is effected “blindly”
on the ED side, called “Blind ADR”. In LoRaWAN networks,
GWs use adaptive modulation techniques with multi-channel
multi-modem transceivers in order to receive several data
packets from the channels. Every distinct signal utilises a
different SF, with the spread spectrum providing the
orthogonal separation. This method offers advantages in
managing the data rate [3].

In LoRaWAN, the ADR algorithm adaptively adjusts the
transmission parameters attempting to extend the battery
lifespan and maximise throughput. That is achieved by

adjusting the data rate and TP for each ED in the LoRa network.

Varying the SF adjusts the data rate, thus optimising the
network performance. Past performance of each ED is the basis

of data rate selection dependent on the transmission parameters.

By optimising the data rates, time on air (ToA) and energy
consumption, battery life is prolonged, and the overall capacity
of the network is enhanced, thus increasing the lifespan of the
EDs. The ADR algorithm is implemented in the LoRaWAN
network to independently regulate the TP and data rate for all
the EDs. LoRaWAN network performance is directly affected
by power consumption in the EDs since the end devices have
limited battery capacity. Because of the LoRaWAN Regional
Parameters and Specifications [4, 5] EDs must cater for
specific data rates farther compounding the power constraint
predicament since the SNR values must cross certain
thresholds and power levels. Because the EDs must respond to
the channel conditions in the network, it implies they must be
able to control the data rates and TP accordingly.
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There is a procedure that EDs must follow to achieve
optimal data rates [5]. Firstly, the ED requests the NS to
manage data rate adaptation by selecting the ADR bit in an UL
message header. Thereafter, the ED receives LinkADRReq
MAC commands from the NS which specify the adjustment of
its SF and TP and hence its data rate. The ED then confirms to
the NS each part of the requested settings in a LinkADRANs
MAC command. If the ED does not receive any DL packet
within the ADR_ACK_LIMIT uplinks and the existing data
rate is higher than the minimal data rate, all successive ULs are
transmitted with an ADR acknowledgment request bit
(ADRACKReq) set. If no DL message is received from the NS
the ED does not receive any DL within ADR_ACK_DELAY
successive ULs, the ED attempts to recover connectivity by
shifting to the subsequent lower data rate delivering an
expanded range. Consequently, whenever the
ADR_ACK_DELAY is attained, the ED lowers the data rate
by one step. The ED utilises its internal counter
(ADR_ACK_CNT) which is reset whenever it receives a DL
message from the NS. The transmission parameters that need
to be allocated in order to optimally adjust the data rate are
explained below.

A. Bandwidth

Bandwidth is a significant variable in LoRa modulation.
LoRa symbols comprise of 25F chirps, spreading the entire
frequency domain. BW is defined as a series of frequencies
inside some specified transmission band [6]. Large figures of
BW provide larger transmission data rates that imply smaller
ToAs, resulting in diminished sensitivity due to the auxiliary
noise incorporated. A smaller BW delivers greater sensitivity
though it realises decreased data rates. While the choice of BW
could range between 7.8 kHz and 500 kHz, the standard
LoRaWAN operates at either 500 kHz, 250 kHz, or 125 kHz
(BW500, BW250 and BW125) depending on the regional
parameters [4].

B. Spreading Factor

SF is the number of raw bits that is encoded to a symbol to
improve the signal-to-noise ratio (SNR), which improves
sensitivity and range. However, SF results in increased ToA.
The formulation 25F symbolizes the number of chips held by
each symbol [2]. The spreading factor symbolises the
correlation between the chip rate and the baseband data rate.
The SF values for LoRaWAN range from 7 to 12, implying
that, increasing the SF value increases the strength of the
wireless signal which in turn increases the sensitivity of the
GW, decreasing the data rate consequently. Contrastingly,
reducing the SF results in an increase in the data rate, causing
the data packets being transmitted to require higher TP for
proper decoding at the GW. When the data signal is faint, EDs
use a larger SF resulting in a longer ToA as shown in Table 1,
using 125khz bandwidth and 20 bytes payload and a code rate
of 4/5.

The value of SF is also affected by the distance from the GW.
The farther away the ED is from the GW the weaker the data
signal and hence the greater the SF value. In general,
increasing the bandwidth decreases the receiver sensitivity,
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while increasing the spreading factor improves the receiver
sensitivity. SF is the significant parameter that improves
QoS[7]. Theoretically spreading factors are orthogonal but in
real deployments there are interferences that are experienced
which decrease performance levels. Co-SF interference is
interference emanating from EDs utilising the same SF on the
same channel, while inter-SF interference results from EDs on
the same channel but using different SFs [8].

TABLE |
EFFECT OF SPREADING FACTOR ON BIT RATE, TIME ON AIR AND SENSITIVITY
Spreading
Factor Bit Time on Receiver
Rate(kb/s) Air(ms) Sensitivity(dBm)
7 5.47 61.7 -123.0
8 3.13 113.2 -126.0
9 1.76 205.8 -129.0
10 0.98 370.7 -132.0
11 0.54 695.5 -132.5
12 0.29 1318.9 -137.0
C. Code Rate

LoRa uses Forward Error Correction (FEC) error coding to
increase the strength of the wireless link. This form of error
correction introduces extra bits in the LoRa payload which is
dependent on the CR variable in the PHY layer. The LoRa
modem utilises CR to render enhanced insulation from spurts
of interference and decoding errors. LoRa allows CR
specifications to be either 4/5, 4/6, 4/7 or 4/8. Fixing a high CR
value denotes larger number of error correction bits, providing
improved protection for the message sent. Nevertheless, the
drawback is an increase in ToA which results in decreased
battery lifespan. GWSs that maintain SF and BW constant while
varying CR, can still communicate with the EDs by the use of
explicit headers, given that the payload’s CR is resident in the
packet header. The default CR setting is 4/5 [9]. Equation (1)
below states the link between data transmission rate, CR, BW,
and SF [10].

Ry = SF %~ % CR, 1)
where:
SF = spreading factor
BW = modulation bandwidth
CR = code rate.

By tuning the transmission parameters mentioned earlier,
the end-to-end attributes, namely, data rate, communication
range, error correction capacity become variable [9].
Theoretically, it is possible to configure SF, BW and CR, but
practically according to the LoRaWAN regional parameters
specifications, the SF and BW combination forms the data rate
[9]. The regional parameters paper stipulates the different
regulatory requirements of LoRaWAN dependent on the
network locale.

I11. SYSTEM MODEL

A typical LoRaWAN system consists of a NS, GWs and
EDs. EDs connect to the GWs within their vicinity and are
configured with SF-TP combinations available from the ADR
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algorithm. The NS manages the spreading factor and
transmission power of the EDs through the ADR commands so
that packets can be correctly decoded from the GW. As such,
the ADR algorithms are run on the NS. The EDs are stationary
and can be homogenous or heterogenous (depending on the
application) and generate data packets at a given rate.
Interference is considered in the form of imperfect
orthogonality and the capture effect. The EDs can be randomly
or uniformly distributed around the GW which is located in the
centre with a certain radius of coverage. To ensure successful
transmission, the signal-to-noise ratio (SNR) must be above the
reception threshold, the signal-to-interference ratio (SIR) must
exceed the co-SF and inter-SF capture threshold in the
presence of co-SF and inter-SF interference, respectively. In
the event of packet collision of different SFs, a single signal
will be successfully received if it’s SIR is above its inter-SF
capture threshold. If there are several signals with the same SFs
transmitting on the same frequency simultaneously, the LoRa
GW will successfully receive one of them provided its SIR
exceeds 6dB for any SF. Channel propagation can be modelled
using the different propagation models, for example Okumura-
Hata model, Free Space Path Loss or Log-Distance Path Loss.
An optimised ADR algorithm ensures proper ST and TP
allocations resulting in an efficient network.

IVV.REVIEW OF CONSTRAINED OPTIMISATION TECHNIQUES

Several optimisation methods have been developed for
solving different types of optimisation problems. Because
LoRaWAN has restrictions in terms of resource allocations,
due to regional parameter regulations [4], constrained
optimisation is a befitting method to improve ADR decision
algorithms. The goals for LoRaWAN network determine what
constraints the scheme will consider. Some networks want to
optimise throughput, scalability, power consumption,
communication robustness, coverage, and energy efficiency
among other metrics. We review a body of work that utilises
constrained optimisation to improve resource allocation that
results in efficient ADR schemes.

The authors in [11] established a joint SF and TP assignment
problem to maximise the minimum UL throughput of the EDs,
based on co-SF and inter-SF interferences and TP constraints.
Their SF allocation scheme hinges on the matching theory.
After SFs have been assigned to EDs, the power distribution
parameters are optimised to maximise the minimum
throughput attained for each SF. The authors managed the
intractability of the joint SF and power distribution problem by
separating it into two distinct sub-problems: SF distribution
while TP is constant, and TP allocation with constant SFs. The
authors make the non-linear inequalities a tractable feasibility
problem by implementing linear and quadratic approximation.
Despite serious co-SF and inter-SF interferences, the results
indicated that, the presented algorithms outperformed state-of-
the-art algorithms, regarding minimal ED data rates, fairness,
and mean ED throughput. Nonetheless, the model does not
examine the optimisation of carrier frequencies (CFs) and the
reduction of energy consumption according to the SF choice.
Future work could consider load balancing and extending the
proposed approach to multi-cell LoRaWANs which would
assign EDs to the best GW in the case of multiple GWs.
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The ADR mechanism that can efficiently optimize the
packet error rate (PER) fairness within a LoRaWAN cell was
proposed in [12]. The authors optimised the SF and TP per ED
whilst avoiding near-far problems by assigning EDs lying on
the edge of the cell to different channels. EDs pathloss values
were used to arrange the EDs and divide them into
homogenous clusters corresponding to the number of available
channels. Each cluster was assigned a particular channel while
within the cluster the proportion of EDs utilising the SFs is
relative to s/25. This corresponds to the solution of the
optimisation problem which seeks to minimise the maximum
collision probability among all the spreading factors. The ADR
mechanism computes the optimum SF assignment to apply for
the purpose of minimising the collision probability. The
algorithm allocates SFs and TP values optimally to EDs within
a LoRaWAN cell such that there is no interference between the
EDs. This scheme improves the PER of EDs farther from the
GW. The results indicate that the PER can be decreased up to
fifty percent for EDs farther away from the GW in a moderate
contention setup. The global network PER is lowered by 42%.
Energy consumption is reduced, and a wide network coverage
provided, reducing the number of GWs required. The EDs are
uniformly distributed around the GW and every ED can use all
SFs and TPs. This means every ED in the network can reach
the GW with each SF and each TP configuration. In a real-life
network, this setup would be problematic because specific EDs
can only employ a portion of the configuration settings which
are prescribed by the radius from the GW. Future work could
examine randomly distributed EDs and acknowledged traffic
as they study unacknowledged traffic in this work.

In [13] the authors developed a method that reduces data
collision and energy usage. This approach increased the data
extraction rate (DER) and improved QoS of the LoRaWAN.
They generated optimum SF and CF settings using the Mixed
Integer Linear Programming (MILP) optimisation method.
They demonstrated the effectiveness of the method for
different network sizes using LoRaSim simulation. Their
system model presumed that BW and CR are held constant
whilst varying CF and SF to compute ToA to maximise packet
success probability. They used the following assessment
metrics to evaluate the network performance, such as, DER,
number of collisions and system energy utilisation. The results
proved that MILP optimised the allocation of SF and CF pairs
giving more than six percentage increment in DER in contrast
to the benchmark LoRaWAN ADR while the number of
collisions were found to be thirteen times less. The overall
energy usage of the network decreased nearly threefold
compared to the equal-distribution and random dynamic
allocation strategies. The strength of their approach lies in its
backward compatibility with the standard ADR scheme,
indicating that the solution can be implemented in off-the-shelf
LoRa designs. Farther study could involve expanding the
optimisation technique to much wider coverage and a greater
number of GWs.

An investigation of energy efficient resource allocation was
performed in [14]. The authors jointly optimised SF and TP
allocation to maximise system energy efficiency (SEE) and
minimal energy efficiency (MEE)of individual EDs. They
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constructed two optimisation problems, farther decomposing
them into three sub-problems constituting user scheduling, SF
allocation and TP assignment. They used an iterative power
assignment process derived from the general fractional
programming and proposed a sequential convex programming.
The results demonstrate that the propositioned matching
algorithm and power assignment scheme outperforms the
current schemes regarding SEE and MEE.

MARCO is a Mixed Integer Linear Programming
optimisation model for resource allocation for LoRaWAN
introduced in [15]. They also introduce CORRECT, a heuristic
for adaptive resource allocation which dynamically adjust the
LoRaWAN parameters to reduce interference and packet
collisions, thus maximising channel utilisation and delivered
packets. They use a heuristic and an optimisation framework
for resource allocation which models transmission parameters
to maximise channel utilisation, minimising collisions
meanwhile considering signal strength utilising the ED
location. The simulation results obtained demonstrated that the
CORRECT heuristic produces results approximating the
optimum achieved by the MARCO model, optimising the
assignment of transmission parameters reducing collisions and
improving the overall network performance. Particularly, the
CORRECT heuristic improves DER almost twelve percent
compared to the ADR heuristic, and for other heuristics, this
difference is even more considerable. CORRECT reduces the
number of collisions up to three times compared to the standard
ADR scheme adopted for LoRaWAN. Although the heuristic
CORRECT shows the best DER results, the energy
consumption is substantial in comparison.

The gradient projection optimisation method was employed
in [16] to enhance the ADR scheme to optimise throughput.
The authors propose a contention-aware ADR scheme which
achieves considerably higher throughput than the standard
ADR because of load balancing. The data rate is regulated by
way of incrementing the number of EDs in the network using
small SFs. Even though this scheme improves gross
throughput, the drawback is that transmission success ratio
declines which renders it unideal for applications that have
reliability as a QoS requirement.

The authors in [17] proposed a LoRa network slicing and
configuration mechanism to optimise resource allocation.
They employed a slice-based SF and TP configuration
optimization. The authors developed a novel slicing
optimisation technique termed TOPG which is formulated on
the Technique for Order of Preference by Similarity to Ideal
Solution (TOPSIS) and Geometric Mean Method (GMM). The
proposed method efficiently configures SF and TP parameters
improving the performance of each slice with respect to QoS,
reliability and power utilisation. From the results the authors
illustrated that TOPG outperformed static and adaptive
configuration strategies, improved the performance of LoRa
slices in terms of reliability as well as the proportion of EDs
that achieved their throughput and delay requirements. The
drawback is that this approach performing slicing over
LoRaWAN introduces overheads, resulting in reduction in
network resources. The authors did not do the computational
cost analysis of their proposed algorithm.
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In [18] they investigated power allocation, and
propositioned an algorithm centred on Markov decision
process (MDP). They formulate a user grouping problem using
a many to one matching problem. They grouped EDs into
available channels and used a Markov Decision Process-based
algorithm to allocate power to achieve an optimal throughput
for each ED in the same channel. They develop transmission
parameter assignment in wireless powered Internet of Things
systems into a joint optimisation problem that optimises
channel assignment and dynamic power distribution, where
MDP is implemented to model the uncertainty of the harvested
energy and channel conditions. To make the problem tractable,
it is divided into two segments: a) allocation of EDs to
available channels and b) optimising TP allocation of EDs
allocated to a corresponding channel in the same time frame.
The results showed that the propositioned method achieved
close to optimum performance and is superior to methods that
use random channel allocation but still maintains much lower
computational complexity. In this paper, the authors solve the
MDP-based power allocation using dynamic programming
which requires known model information. Future research
could look into model-free methods to solve MDP problems.

Narieda et al. in [19] present a performance improvement
method utilising SF allocations for LoRaWAN. The authors
construct the optimisation problem for the SF assignment to
maximise the packet reception probability (PRP) encompassed
in the average energy utilisation constraint per ED and the
sensitivity constraint. By solving the optimisation problem, the
network performance is improved under these constraints
considering each ED individually. The authors developed a
method that solves the optimisation problem using distributed
genetic algorithm, a method which is metaheuristic. This
method enhances the system performance by allocating the SFs
to ED under the given constraints. It assumes static EDs whose
quantity is constant in the network. The authors consider
imperfect orthogonality of the SF in the derivation of the PRP
in the LoRaWAN. The results obtained show that the PRP
performance of the developed approach is more proficient and
utilises a reduced mean energy for all the EDs in comparison
with existent algorithms. Farther study could focus on energy
usage per ED instead of averaging all the EDs.

V. DISCUSSION

Different performance metrics are used to optimise
transmission parameters to achieve specific objectives such as
throughput [11, 16-18], scalability [12] and energy
consumption [13, 15, 19] . Table Il highlights the different
objectives and metrics used in the optimisation approaches
under review. Energy and throughput efficiency are common
objectives for optimisation while the RSS and coverage stand
out as metrics. Multi-objective optimisation requires the
formulated problem to divided into subproblems in order to
deal with intractability[11, 14, 18]. For the references whose
objective is throughput, [17] outperforms the rest of the
algorithms because of the dynamic inter-slicing configuration
whose performance is superior, followed by the contention
aware ADR algorithm in [16] due to the load balancing effect
using the gradient projection method. This is then followed by
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[18] whose proposed channel allocation algorithm outperforms
the random channel assignment approach by ninety percent
while offering better time efficiency. [11] is ranked the least
performing as it achieves throughput fairness but because the
approach does not optimise CFs, it compromises energy
consumption. For the energy efficiency objective, the approach
in [15] makes gains in the global network performance, but
loses for having a higher energy consumption compared to the
other approaches being considered. Ref [13] results are very
closely optimum, although the runtime becomes more
protracted as the number of EDs in the network increases. The
algorithm proposed by [19] is superior as it presents the best
PRP performance with the least average energy consumption.

Looking at the computational complexity of the approaches
reviewed in this paper, Ref [11]shows the running time of the
proposed SF algorithm is upper bounded by o(NM + Q% + M)2.
When considering a real life LoRaWAN network, the
complexity of the matching algorithm is not a limitation since
the algorithm functions on the network server whose
computational capability is extensive. In [12] they capped the
amount of EDs at one thousand as a result of the computer
memory restriction. All the parameters required to be
transmitted to the EDs result in a o(n?) memory utilisation. In
[13] the Approximation Algorithm sustains a linear complexity
time o(n) = 111n + 57 in the worst-case scenario. The design
of the algorithm is such that it functions in the LoRaWAN
Application Layer with EDs that have a time complexity equal
to the ADR algorithm, such that the suggested optimisation
problem would not trigger any significant computation
overhead, neither in the EDs nor in the NS. Ordinarily, the
implementation of the algorithm utilises below 20 kB of
memory, 4 kB in most cases while 20 kB would be the worst-
case scenario. This is inconsequential considering that most
commercial off-the-shelf EDs include at least 128 kB of flash
memory [20].

TABLE 1l
COMPARISON OF THE OPTIMISATION TECHNIQUES
Ref
Obijective Metrics Constraints
[11]  Throughput Channel Co-SF, inter-SF,
fading, RSS TP
[16]  Throughput RSS, ToA Number of EDs,
TP
[17]  Throughput RSS, PER,  Channel
slice reservation, TP,
priority data rate capacity
[18]  Throughput Data rate, TP, time slots per
ToA frame, users that
can access the
channel
[12]  Scalability Coverage SINR
range
[13]  Energy efficiency DER SF, CF
[15]  Energy efficiency PDR, DER  Sensitivity,
Number of EDs
[19] Energy efficiency Channel Sensitivity, current
contention,  consumption
PDR
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The computational complexity in [14] is such that for the
energy efficient power allocation for SEE the whole
complexity to solve SEE is 0L, + (N + 1)356®) where L),
is the maximum iteration number and § is the number of bits
required to symbolise the entries in the optimisation problem.

Concerning MEE, the computational complexity is
0 (tog, (€ (s — mr) ) Limks(W355®) ), where 7, is energy
efficiency per ED. In [17], because the adaptive slicing and
spreading factor-transmission power configuration algorithm
is simple, it has a constant complexity of o0(1)
Notwithstanding, the global complexity of the proposed
dynamic adaptive slicing and SF-TP algorithm and TOPG
algorithm is o(n?). Complexity is decreased in TOPG as a
consequence of the server narrowing the search space to SF
values that acknowledge the guaranteed bit rate threshold. The
computation time is shortened without the QoS performance
being significantly affected.

V1. CONCLUSION

ADR schemes are continually being developed because
numerous end devices are being added to the 10T network daily,
resulting in new QoS requirements emerging. It is crucial in
LoRaWAN to allocate transmission resources optimally as
demands for scalability, throughput and energy efficiency and
QoS requirements continue to grow. Different applications
have different objectives and constraints and thus require
unique resource allocation optimisation mechanisms to
accomplish the desired optimisation goals. This paper
reviewed several existing ADR schemes that employ
constrained optimisation techniques and considered their
strengths and drawbacks and how they impact network
performance. The research lays the foundation for more
efficient and efficacious ADR algorithms. The study revealed
that although transmission parameters are standard, many
different approaches are constantly being proposed to improve
network performance and provide efficiency. Gaps in the
literature were identified and future work on enhancing ADR
schemes was proposed.
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Abstract—Competition for network resources is anticipated
to ensue as connectivity to SG wireless network increases and
demand for network slicing rises. Through network slicing,
virtual resources will be allocated to 5G slice tenants on demand.
This will be followed by online evaluation of the most valuable
resource buyer in a competitive manner. One way of dealing with
such resource competition is to apply an auction mechanism.
However, the slice providers will have to deal will massive and
granular data in order to determine the most valuable resource
buyer to admit. In this regard, a slice provider must determine
a policy for selecting the best buyer. In this paper we propose
a slice admission control incorporating an auction game based
on reinforcement learning that maximizes the slice provider’s
revenue. In this model, resource scarcity and quality of service
requirements is considered. We later demonstrate that our model
has an improved control on slice admission while maintaining
fairness when compared existing models such as greedy and
random strategies.

Index Terms—Slice Admission Control, Resource Auction,
Reinforcement Learning

I. INTRODUCTION

The Fifth Generation (5G) network heterogeneous design
is expected to implement virtual network function (VNF) and
network function virtualization (NFV) under what is known
as network slicing [1]. The need to sell network slices and
admit corresponding tenants leading to resource allocation
will depend on network resource availability, resource demand
and expected revenue by the infrastructure network provider
(InP) [2].The designers of 5G network have proposed three
slice categories namely: enhanced mobile broadband (eMBB)
for high bandwidth constraint services, massive machine
type communication (mMTC) and ultra reliable low latency
(uRLLC) for massive connectivity and mission critical ser-
vices [3].

Hierarchically, the InP owns the physical infrastructure
which hosts the virtual resources. A virtual network operator
(VNO) can purchase virtual resources from the InP and further
sell to end users. In a multi-tenant environment, the InP
must deal with multiple requests for common resources, this
consequently brings about resource competition. While the
InP may choose to continually sell to tenants/VNOs who
promise high revenue, this technique may be unfairly greedy.
Intelligent resource auctioning allows InPs to evaluate tenants
and sell resources to the most deserving buyers. A technique
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used by governments to auction telecommunication spectra
[4].

In resource auctioning, there is a bidder who is in need
of network resources and a seller who has limited network
resources to sell but wants to maximize revenue. The in-
formation provided by the bidder informs the seller about
bidder’s value and preference. The rapid growth in the number
of connected devices implies that a large volume of data
containing the bidding information must be autonomously
analyzed in order to make smart decisions [3]. Generally,
the winning bid is resolved by its ability to meet the slice
admission objective set by the InP.

There are two main objectives solved when resource auc-
tioning is instantiated. First one is the more general eco-
nomic problem of maximizing social welfare of the auction-
eers/sellers, second improving technical efficiency through
resource allocation and fairness [5]. We contribute to these
solutions by considering the less investigated aspect of quality
of service(QoS) requirement.

In auctioning, a bidding information vector is mapped to
RL state attributes. The learning agent in RL resolves the
best bid based on these attributes during the learning process.
Many bidding strategies such Vickrey-Clarke-Groves strategy
have bidders with dominant strategies based on incentive
compatibility. We align our model to such universal models
while allowing bidders to still maintain their own preferences
and evaluate a non greedy policy intended to maximize utility
while efficiently considering resource constraint and fairness.

II. RELATED WORKS

Recently, researchers have proposed theories for 5G re-
source management and auctioning models. The work in
[2] proposes an online auction-based resource allocation for
network slicing (ORANS). The concept provides a model
for online resource allocation which include determining the
winning bid followed by a strategy for payment. The proposed
algorithm assumes a bidding mechanism where each bid is
specific to a given slice. This assumption however, considers
a strict adherence to a slice which may be technically chal-
lenging.

In [5], the authors proposed a two level cloud radio access
network (C-RAN) resource auction: an auction between the
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end user and the virtual network operator and an auction
between the virtual network operator and the C-RAN operator,
this consideration requires the auctioneer to coordinate two
levels of auctioning at the same time which introduces further
complexity in the resource auction process.

Liu et al in [6] and Zhu et al in [7] considered an online
combinatorial auctioning based on resource allocation and
pricing mechanism for 5G slices where an exclusive OR
(XOR) mechanism was applied to maximize social welfare,
the authors assumed static resource pricing which is less
practical as resource pricing may change as scarcity become
severe. A closely related work is proposed in [8].

Tadayon et al in [9] and Zhao et in [10] proposed re-
source auctioning and allocation for only spectral resource.
Further, Vickrey-Clarke-Groves (VCG) [11] [12] mechanism
which has been widely adopted to solve resource auctioning
problem, relies on utilitarian welfare function whereeach
bidding agent reports its value from which the optimal option
is calculated, in such cases, some agents may still report
untruthful values.

While auctioning mechanisms are obvious choices for fair
network resource allocation, they also provide the ability to
model interactions between InP and VNOs, ease of optimiza-
tion, analysis and revenue maximization [13]. On that note
we combine resource auctioning with reinforcement learning
so as to obtain an optimal policy for slice admission control.

Our contribution in this work is summarized as follows:

e We model the auction mechanism as a sequential deci-
sion process problem and solve it using RL.

o We present our analysis from simulations to prove that
RL based technique has improved control over slice
admission while maintaining fairness and acceptable

QoS.

III. SYSTEM MODEL

A. Network Model

In this setup, a VNO sends slice resource requests to the InP
after obtaining them from a set of underlying users. The InP
employs a bidding controller as part of slice admission control
mechanism. Users with similar requirements are placed in the
same virtual group, this allows a slice request and the bidding
information to be uniquely aligned to a specific resource
bundle. A slice is then orchestrated.

We consider a user v € U associated to a base station
v € V. Users are considered uniformly distributed within
the network. The VNO provides grouping ¢ € I as a slice
class for users with similar latency requirement w. The latency
requirement for user u in group ¢ under base station v is given
by w,, ;. The maximum transmit power from the base station v
to user w in group ¢ is given by P;. Each user is allocated a
fraction of bandwidth by ;. There is a VNO n € N competing
for similar resources from the InP. The overall assumption is
that, the channel state information is known.
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In a realistic time varying environment with user interfer-
ence, the signal to noise ratio (SNR) is given by equation (1)
u . u
v,t" v
No
where N, is the noise power. The total ergodic downlink

throughput for a user u belonging to a VNO n can therefore
be defined according to [14] in equation 2 as.

SNR,, =

ey

Pt = b Blogs(1+ SNR,) @)

where B is the total bandwidth per base station. The total
data rate per slice is therefore given by;

Ttot,i,n = Z TZ (3)

ueU

Each virtual group ¢ is served by a slice having data rate

Ttot,i,n-

B. Computing Resource Model

The computing resource requirements within a slice include
memory, central processing units (CPU) core, and random
access memory (RAM). In our grouping model, users in
the same group require similar computing resources. Each
virtual resource allocation per group is considered complete
if it can be fully orchestrated. Assume each user resource
requirement occupies a portion of z € Z finite memory and
RAM g € G. The InP refreshes the memory periodically such
that there is no fragmentation hence improving memory and
RAM usage efficiency. The computing resource availability
indicator d = 1 meaning computing resource is available
while d = 0 indicates no computing resource is available;
hence d € {0,1} is a two state Markov model [15] given by.

dy = [dtzo di—1  di=2 dT—l] € [0,1] @4

where ¢ denotes the instantaneous time for which the com-
puting resource is required. The total memory and RAM
requirement per slice is therefore denoted by

u T7T-1

Pmem,i,n = Z Z dtzy? (5)
u=1 t=0
u T7T-1

Pram,i,;n = dtg# (6)
u=0 t=0

where T is the total duration of memory occupancy per
user u.

The computational model comprises of the size of task and
the number of CPU core required per slice . We denote a CPU
task as Q{o¢, ¢: }, where oy is the instantaneous size of the task
and ¢, is the task size per CPU. The computational capacity
given by word size per CPU cores assigned to a slice n is
therefore given by /3;. The numbers of CPUs per slice is given
by 7:

T-1 Q(Ot)
Uy ) g
LD~ TR @
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IV. PROBLEM FORMULATION
A. Auctioning Mechanism

In a typical auctioning environment, consumers cannot
express preference, they can only bid what the seller offers,
this is highly inefficient as most consumers have specific
demands. In our model, the tenant is explicitly allowed to have
a bidding preference since the background resource demand
is based on user requirement, however, to obtain a network
resource, the tenant resource request must be subjected a
competitive bidding process. Each VNO has a set of users
associated to a particular slice. The VNO addresses the slice
demand problem by buying a resource block from the InP
for the subscribed users. To obtain a slice, the VNO enters
resource action game controlled by an agent (auctioneer).
The auction process is double sided where both the VNO
and the InP send their valuations Up;q and Y, to the
agent respectively. A positive utility Ut = Upig — Vask
is achievable when the VNO bid is higher than the InP
ask. To participate in auction game, the VNO sends its
slice valuation alongside the bidding information. We define
¢bid,n = (Ttot,i,na Pmem,i,ns Pram,i,n, fi,na n,na ijid,i,vu l?)
as the bidding information containing the total resources
required and the bidding price, 7T;, is the slice duration and
L = izueu w, ; is the average latency named as QoS
index requirement per slice. The profitability of the auctioning
game is achieved by maximizing the positive utility given by
equation (8)

I N
maxilj)‘n = max Z Z (Dvid,i,n — DVask,in) 3

i=1n=1

and the selling price given by equation 9 as:

I N J
%ﬁmm:mME]Z)mMm—Xﬁm) ©)
i=1 n=1 Jj#n
subject to:
C1: w:fﬂ- < Wik (10)
C2:d, € {0,1} (1D
C3:40, >0 (12)
C4: Z [pmem,i,n + pram,i,n] < Ptot : Vn e N (13)

il
Where N is the total number of VNO (bidders) and ;" is
the nth Utility’ Nopt,i = %(Ttot,i,n + Pmem,i,n + Pram,in +
fin, Ti,n)ﬂ:n B; is the optimum selling price per slice class ¢
and n; represents other valuations as if the winning bidder was
absent, (; is the unit price per slice. Equation 9 conforms to
the VCG auctioning model [16]. Constraint C'1 represent the
QoS threshold required by each slice. The control variable for
slice admission in the cloud network for computing resources
is C2. The constraint C'3 indicates that the social welfare must
remain positive for the maximization of profit. The overall
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computing memory resources allocation per slice is denote
by constraint C'4.

The auctioning process outcome combined with resource
constraints are limiting parameters that periodically control
slice admission process which leads to the dominant strategy
and optimality. In this work, the dominant strategy is achieved
when bids with positive utility as well as resource requests that
pay more for short term contracts are admitted. In this regard
we define a parameter known as the value indicator (VI) given
by VI = % which is applied so that if a bidder
pays more for a short term slice then VI is improved. When
a resource block or slice is sold at selling price {7; », = 7i.n}
[16], under dominant strategy then the agent is said to be on
track to reach optimality. where (7, > U,sr) is known as the
hammer price.

B. Incentive Compatibility and The Nash Equilibrium(NE)

Resource buyers may provide untrue bidding information
in order to win a bid, this is an unfair strategy. As a result, a
valuable bidder may be bypassed. If a resource buyer changes
its valuation U, with the intention of winning, our approach
enforces fairness by providing the Nash equilibrium (NE)
which goes as follows. The QoS indicator /; is used as a
weight balancing controller between the latency requirement
of a slice and the resource valuation. For instance, the higher
the valuation the smaller the latency requirement. We illustrate

this in equation (14)
B <mbid >
p=log | —=
li

where [,, is the average slice latency requirement. It should
be noted that, any bidder cannot alter the bidding information
without affecting the QoS index requirement and the InP’s
response. To explain this concept further consider a bidder
who wishes to maintain the same QoS index but unfairly
increases the valuation in order to win a bid. Equation 14
will not be satisfied without reducing the latency requirement,
furthermore such a move is likely to violet the SLA between
the VNO and the InP. Finally the fairness index [16] [17] is
defined by equation (15) as

(14)

(o)
RTi T

where {l; is the utility obtained after each successful bid,
auction and slice admission. The fairness index is a parameter
used to evaluate how a strategy is.

15)

C. Reinforcement Learning: State, Action and Reward Func-
tion

Reinforcement learning (RL) relies on a Markov decision
process (MDP) formed as tuple {s, @, r, s’} where s is the
observed state, a is the action taken, r is the reward obtained
and s’ is the next state under state transition model [18].

To apply RL in our work, the system environment must be
defined. The environment comprises states, possible actions,
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reward value. Since Q-leaning is employed, the algorithm is
an off-policy and state transition is dependent on state arrival
and not transition probability.

1) System State: The system states is modeled from the
bidding information provided by each tenant n at discrete time
t =4{0,1,2,.. T — 1} which is given by a tuple in equation
(16)

S(t) = {¢bid7i,n(t)7 mcask,iq,n(t)a Fn} (16)
where @pid,in(t), Vask,in(t), 'y, are the bidding information,
the InP’s asking price and the total remaining resource units
at time ¢ respectively.

Between time ¢ = 0 to 7'—1 the InP reads M requests from
a holding queue. We assume that each bidding information
forms a part of a finite state space s € S. The dynamic state
space S changes during each iteration as it must be updated
to reflect the total available resources. Similarly, the ability
to meet the QoS requirement after each admission must also
be updated. The InP cannot admit a slice when resources are
depleted hence the agent must learn this strategy, anything
contrary is subjected to a penalty.

2) Action Space: The action space is modeled as a binary
variable a(t) = {a(0),a(1)...a(T — 1)} such that a(t) €
{0,1} represents an action at time ¢ where 1 indicates a
successful resource auction and an eventual slice admission
and 0 otherwise. After every action a(t) the agent obtains
the corresponding reward r(¢) which is used to update the
Q-values in the Q-table [18].

3) Reward: Intuitively, RL is used to maximize the reward
by evaluating the value of each action. The reward function
is modeled to optimize action selection (slice admission
control) while considering all constraints. A reward r(t) = x
is maximum when a good action is taken and minimum
otherwise.

In order to assure complete slice isolation, the InP must
guarantee all resources required to instantiate a slice. Let A\ =
1 denote full resource availability and successful auction, 0
otherwise. The reward function employed can therefore given
by equation (17 and 18)

r =a(t)log(Nopti)uVI: if A=1 (17

else

r = (1—a(t)log(Mopt,i)pVI: f A=0 (18)

D. Q-Learning Model

The objective of Q-learning in Algorithm 1 is to build a
map of optimal actions and their corresponding states s € S.
This however, is not complete until this map is retrieved. The
retrieval of this mapping is known as policy retrieval. Once
the policy retrieval is complete the system is now aware of
all possible bids under resource constraint for slice admission
control. The policy retrieval algorithm is given in Algorithm
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2. The Q-learning is built based in the classical Bellman’s
equation given in 19.

Q(s,a) = (1 — a)q(s,a) + a{r; + ymaxq(a’s’)}  (19)

Where « is the learning rate, « is the discount factor and
R long-term reward. Q(s,a) is the Q-value at action a after
visiting state §

Algorithm 1: Q-Learning

Result: Q-Table,RewardPerEpisode,

Input: Initialize learning parameters(vy, &, €nqz)

Input: Initialize environment parameters

(¢bid,i,n (t)v sﬂask,i,n (t)v an r(t)a a(t))

Input: Initial Q-table ( [Q]X*M = 0)

while inEpisode do

GetlnitialState(dpiq,in(t = 0), Vask,in(t =
0), [ (t = 0));

for m=0 to M-1 do

Get Random exploration rate ;

if exploration rate > € then
| take greedy action

end
else
| Choose random action(a € [0, 1])
end
Update I';,;
Find next-state(s = $;41);
Obtain reward (by Eq 17 or 18);
Update Q-table by Eq.19;
m=m-+1;

end
Update Exploration rate using

(E = €min + (Emam - 67nin)676><ep150de);

end
Return Q-table

Algorithm 2: Q-Learning Policy Retrieval

Result: Table of actions and states
Input: Initialize states
while inState and Action Space do
GetlnitialState;
Obtain Optimal Action and Corresponding State;
Obtain next state;
m=m-+1;
end
Return optimal actions and corresponding states

V. SIMULATION AND RESULTS

We based our simulation on 5G new radio(NR) FR2 param-
eters considering the time division duplex (TDD) major bands
on single tier macro base station. The maximum achievable
cell bandwidth is 400MHz at maximum subcarrier bandwidth
of 120kHz, this follows a maximum of 264 subchannels.
FR2 offer two subcarrier spacing frequencies of 60kHz and
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TABLE I
SIMULATION PARAMETERS

Hyper parameters

Parameter Value
Discount ratey 0.09
Learning rate « 0.001
Maximum exploration rate €qq 1
Minimum exploration rate €,,in, 0.001
Exploration decay rate & 0.01
Number of episodes 1000

Other parameters
Parameter Value
Latency range Ims-100ms
Carrier Frequency 400MHz
Subcarrier bandwidth 60KHz,120KHz
Thermal noise -174dBm
Task per cpu 10GB
Path loss 72+30log (d) [19]

120kHz. The computational resources requested per slice is
divide in terms of CPU cores, RAM usage per hour and hard
disk storage per hour normalize off as resource unit blocks.
In our simulation we assumed a single task is 10 gigabytes
requiring 105 cycles per second. We started our simulation
by determining how probable a slice request will be accepted
given a Poisson request distribution. In Fig 1 it is clear that all
the schemes (Learning,Greedy and Random based admission
LBA,GBA,RBA) had no similar request admissions. The
agent however, reduced the possibility of admitting a request
once resources were deemed to have run out at around request
number 1500. To determine how fair each scheme were, we
calculated the fairness index according to Eq. 15 and shown
that LBA was the most fair followed RBA then GBA as show
in Fig. 2

08|

o
=]

Probability of admission
[=]
&

o 500 1000 1500 2000 2500 3000
Number of requests

Fig. 1. Admission probability of each scheme

Fig. 2. Fairness percentage for each slice admission scheme
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Any slice admission is mapped to the revenue obtained.
We compared all the slice admission schemes based on the
revenue obtained by the InP. From the simulations LBA
promised the highest overall revenue followed by RBA the
GBA. The intuition is that, LBA learned to determine which
requests would offer higher revenue considering the rewards
obtained during learning. This, in turn resulted into higher
projected cumulative revenue as shown in Fig. 3. The dip
in revenue towards the end of the graph is due to penalties
incurred due to SLA violation for admitting slices during
resource outage.

7,195 ‘
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7 — & —GBA
_ 4~ =% == % —RBA

LA _
; o= O
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Number of requests

Fig. 3. Revenue accumulation considering resource constraint
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Fig. 4. Projected social welfare

In Fig. 4, we show the effect of auctioning by determining
the social welfare which is the cumulative utility over all
episodes. The RBA scheme had higher social welfare predic-
tion in the beginning due to many successful random auctions
and admissions. This however deteriorated in the long term as
further random auctions did not produce positive utilities. The
LBA however gradually learned when to auction and admit
slice requests. The GDA performed poorly due to consistent
exploitation of non optimal states leading to largely negative
utilities. These results are shown in Fig. 4

After every slice admission the InP must check its ability
to meet the QoS for remaining admissions. This ability is
calculated as a function of the a quantity which represents
the remaining resources known as the QoS index show in
Fig. 5. The QoS index deterioration is considerably similar
in all the scheme, however LBA still performs better than the
other two schemes.
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Fig. 6. Illustration of average reward build up during learning

In Fig 6 we finally demonstrate that LBA achieves optimal
goal at around episode 600. This contrast both GBA and RBA
which remains non optimal through all iterations. It is clear
that LBA performs better for the tested events meeting the
goals set at the beginning of this paper.

VI. CONCLUSION

To address the challenge of slice admission control and
efficient resource allocation, we presented an auction based
slice admission control to provide a QoS aware admission
control while maximizing revenue. We have shown that,
compared to RBA or GBA, the LBA scheme has greater
control on admission selection enabling valuable resource
tenants to be admitted. We have shown that the proposed
algorithm allows the InP to limit losses by restricting slice
admission to those that can achieve the auction goal and have
the highest value.

Our proposed algorithm however, has limitation. The al-
gorithm was based on finite state space which does not
depict some real scenarios. Some of the parameters in 5G
resource allocation are continuous and become memory in-
tensive during learning leading to an extremely large Q-table.
The application of value approximation with deep artificial
neural networks is a tractable approach to be explored in our
future work.
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Abstract— The accessibility of network resources is the primary
criteria used to perform handover in existing handover strategies
in communication systems. Moreover, the access technique
approach implemented in visible light communications (VLC)
which utilizes the availability of the channel as the sole criteria for
handover instead of the capacity of the channel to support QoE of
nodes leads to frequent handovers and poor QoE performance. In
this work, the use of adaptive threshold-fixing is proposed to
dynamically fix the trigger threshold for handover to match the
minimum QOoE constraints of the VLC node. Therefore, a node
will remain in its current channel as long as the minimum QoE
requirements are supported by the present channel. Hence, nodes
will only handover if the current channel does not support the
least QoE constraints of specific node applications and new
channels with better QoE are available. To achieve this, the
proposed algorithm dynamically adjusts the handover triggering
threshold based on link information extracted from channel at
discrete time to meet the minimum QOE constraints of node
applications instead of switching to a new available channel. The
proposed alogorithm is implemented using Monte Carlo
simulations of different VLC scenarios and is compared with a
reactive spectrum handoff strategy. Simulations results of the
proposed strategies demonstrate a significant reduction of
spectrum handoffs while maintaining better throughput for node
applications.

Keywords— adaptive spectrum handoff, visible light
communication, cognitive radio, channel condition, dynamic
spectrum access.

I. INTRODUCTION

Spectrum mobility (SM) is an aspect of communication
systems which allows nodes equipped with software defined
radio (SDR) or cognitive radio (CR) capabilities to make
opportunistic use of unoccupied portions of licensed frequency
spectrum of the primary users (PU) for their communication
[1]. However, this opportunistic usage is on a condition that
their communication does not cause harmful interference to the
activity of the high priority PU. Therefore, by implementing a
process known as spectrum handoff (SH) a SDR node or CR
user must immediately vacate a channel it is opportunistically
using whenever a PU arrives on the channel. As a result, the
arrival of a PU and/or availability of new channels are the
triggers for SH in cognitive radio networks (CRNSs). So,
typically a CR user or SDR node that is on an on-going
communication is interrupted until it can establish a new link
to complete its transmission. However, unlike CRNs, in VLC,
this approach will introduce long delays which is contrary to
the high speed and high data rates of VLC networks. Also,
unlike CRNs, channel attenuation due to massive multipath
fading and shadowing effects from large metallic obstacles
instead of PU arrival in VLCs can be responsible for a large
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percentage of spectrum mobility [2]. Therefore, to eliminate
long delays due to frequent and sometimes unnecessary
handovers a coherent decision to linger in the current channel
by adapting to channel conditions as long as the minimum QoE
requirements of node applications are met to prevent frequent
and unnecessary SHs is incorporated into a new proposed
algorithm which is the main contribution of this paper. The
tradeoffs on the choice to linger in the channel is calculated
using a cost function which weighs the level of signal
attenuation due to channel behavior to QoE constraints of node
applications. As a result, the channel behavior is observed
during node communication at discrete time. Based on this
information, the proposed algorithm implements link
adaptation by adaptively fixing the threshold to meet the
minimum acceptable throughputs. SM is a resource
management technique that allows network resources to be
utilized effectively. The rest of the paper is organized as
follows. In Section Il, related work is discussed; this is
followed by the system model in Section IlI; Section IV
provides details on the proposed scheme. In Sections V,
simulation results are presented and discussed. In Section VI
future work is identified with conclusions provided.

Il. RELATED WORKS

In this Section, an overview of related contributions on the
application of VLC for 10T and other applications in literature
is provided. While a number of papers have discussed the
application of VLC for diverse wireless technologies only a
few have highlighted VVLC for loT applications. In [3], the
fundamentals and challenges of indoor VLC systems was
investigated. Additionally, the authors identified the
characteristics of channel models in indoor VLC as well as
presented the theoretical details of channel modelling. In [4],
the authors propose a VLC system design for loT by
integrating VLC in the dark and OFDM to overcome the
limitations of traditional VLC for data transmission. In a
similar contribution [5], VLC-over-UART systems is proposed,
and bit error rate analysis was used to evaluate the performance
of the proposed system. In another contribution [6], an
overview on the potential of LiFi in transforming indoor
lighting into the backbone of wireless communications was
carried out. In [7], the concept of VLC was introduced and the
application of VLC as well as some of the challenges facing
VLC are discussed. In [8], the authors discussed the approach
for resource allocation in hybrid cognitive VLC. Similarly,
different mobility management schemes and resource
allocations strategies are developed in [9]. However, none of
the reviewed journals considers resource management using an

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



adaptive threshold-fixing approach and channel quality as a
factor for resource management.

I11. SYSTEM MODEL

In this Section, the system model model considered is
presented.

A. System model and Assumptions

In this study, a cluster-based VLC network based on the
IEEE 802.15.7 standard is assumed with each cluster having a
VLC gateway as its cluster-head evenly distributed in the
network. As illustrated in Figure 1, each cluster has partially
overlapping coverage areas consisting of both PUs and VLC
nodes equipped with SDR existing side-by-side. The VLC
nodes have capabilities to perform SH due to the equipped
SDR. It is assumed that the PUs communicate with each other
using N channels licensed bands through a synchronous slot
structure. It is considered that each channel has a bandwidth
B;(i.e.,i =12, ... ... ,N) and that the network state is
designated by time slot t, such that [10]:

t=1[S5.(),.... Sy(®]1, Q

where S;(t) € {0(unoccupied), 1(occupied)}.lt is assumed
that the VLC nodes use VLC communications for downlink
and RF communication for uplink by opportunistic
transmission in the licensed band of the PUs through overlay
transmission. It is considered that channel capacity is
characterized by signal-to-interference-plus-noise ratio (SINR)
at the receiver of N VLC nodes as depicted in (2) [11]

SINR. = hii(£)x;(t) @
Y Yjernyihji®x () +n;(t)

where x;(t) represents the signal transmitted from a VVLC node
j, h;i(t) is the channel gain of transmission when VLC node i is
transmitting. It is assumed that h;(t) is stochastic due to
channel attenuation, multipath fading, and shadowing effects
which are indicative of the VLC wireless environment, nj(t)
represents noise at VLC node i. Therefore, the received signal
at any VLC nodes is denoted by y;(t) in (3):

$i® = D hy (O () + 1) @)
J

> YLC node@
[§) .
$

§ ?
(o)
&/ o u primary user
B s,
<
gateway % §$§\

Figure 1. Proposed Network Model.

The VLC gateways are also equipped with SDR with exclusive
functions which includes (1) keeping statistical history of PU’s
communication pattern; (2) performing spectrum sensing to
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update the network database of channel availability; (3)
ranking the available channel base on SINR level; (4)
supplying communicating pair of VLC nodes with an updated
available channel list; and (5) acquiring information about the
quality of the communication link using the received signal
strength indicator (RSSI).

I\V. PROPOSED ADAPTIVE SPECTRUM HANDOFF PROTOCOL
WITH TARGET CHANNEL SELECTION SCHEME.

In this work, two major criteria are used as trigger for the
handover technique. These include (1) the presence or absence
of a PU signal on the channel being opportunistically used by
a VLC node; and (2) current channel quality of a VLC. That is
if the channel quality of a VLC node link can support the
minimum QoE requirements of the node application or not.

A. Presence or absence of PU signal on target channel

In the case of presence or absence of PU signal on the
channel being deployed opportunistically by a VLC node, a
clear channel assessment approach with energy detection and
carrier sensing approach is adopted. This approach is similar to
the one used in IEEE 802.11 [12] where a PU signal is detected
when a CR node senses an energy level above a pre-defined
threshold. In the design proposed in this study, in order to
trigger an SH process, a VLC node must listen to the gateway
broadcast for the current updated target channel list. Based on
this information, and in addition to the SINR of available
channels, a pair of communicating VLC nodes rendezvous to
acknowledge the new channel on which to continue on-going
CR communication. The gateway continuously updates the
backup channel list by periodically performing spectrum
sensing for presence or absence of PU signal on the licensed
bands. In (4) and (5), it is illustrated how this approach is
implemented.

Ho:y,(6) = n(®) )
Hy - yi(t) = hij(t)xj(t) +n,(t), ®)

where yi(t) is the received signal of the VLC node, xj(t) is the
signal transmitted from PU transmitter, nj(t) is the noise at VLC
node i, and h;(t) is the fading channel co-efficient. Ho signifies
the absence of a PU signal, while Hi denotes the presence of
the PU signal. Nevertheless, after the condition Ho above is
tested to be true for each free channel, the gateway still deploys
closed-loop power control [13] to rank each identified
unoccupied channel based on the SINR level in the bandwidth
of the channel. Therefore, VLC nodes by anticipating
continuous SH task listen for the updated list from the gateway
and select the available channel based on channel availability
as well as channel quality.

B. Channel capacity of VLC nodes current channel

The capacity of the current channel to support the minimum
level of QoE requirements of node applications is the other
criterion used to trigger SH in this work. Therefore, SH is
executed if channel quality in the current channel falls below
the predefined QoS threshold for certain VLC applications.
The details of how channel attenuation affects the capacity of
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the channel and how conditions of the channel state are adapted
to meet the QOE requirements are implemented is discussed
below.

1) Channel model to characterize signal attenuation in the
VLC node current channel.

In this work, the behavior of the current channel is
characterized by the state of the channel in discrete time.
Assume that the channel switches between three states
characterized by the following models:

e Regime 1: A log-normal shadowing model describing

large-scale fading due to large metallic objects.

e Regime 2: A Rice distribution representing temporal
variations due to rapid changes in multipath profile of
the current channel.

e Regime 3: A Rayleigh distribution representing
channel fading profile of the current channel when the
K factor of the Rice distribution is zero.

The transition matrix P represents the VLC link with each
element P;; of the matrix denoting the probability of transition
from state i to j such that

Pia Pap Py
P =|Ppy Ppp Py (6)
Pea Peg Pec

where the stationary state vector m is determined by using
Markov processes which is represented by (7), (8) and (9) as

mt=(I-P)=0 @)
me=1 (8)
e=[11..]" 9)

where | is an identity matrix, and P is the transition matrix.
Therefore, the stationary vector is

n=(Ty,Tp , ) (10)

with each element of = signifying the fraction of the total
time the channel remains in state i. The probability density
function of the signal in this state is subject to a Rayleigh
distribution such that

X x?
fx(x) = ;. exp [— ﬁl (11)

in which the N order origin moment of the envelope of the
received signal is described in (12) as

E[x™] = ne?E[x"?],n=>2 (12)

Similarly, if it is considered that the envelope of the received
signal in channel state i consists of both LOS and multipath
signals, then the probability density function of the signal is
subject to a Rican distribution in which

REREE ORI
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where the N order origin moment of the envelope of the
received signal is represented in (14) as

n n
EG™) = (202)7 . exp(—K) . r(1 +—). F(1
n 2 (14)
+5.10)

Finally, assuming the envelope of the received signal in
channel state i consists of only heavily shadowed signals, then
its probability density function is subject to a Lognormal
distribution as represented in (15)

1 _[In(@) — uP?
() = el

such that the N order origin moment of the envelope of the
signal is given in (16) as

] (15)

E[z"] = exp[nu + %202], (16)
where the amplitude of the multipath signal is represented by
X, the amplitude of LOS signal as r, amplitude of shadow signal
is represented by z, and o represents the average multipath
power, k is the Rican factor, while T'(.) is the Gamma function,
F(.) is flow and hypergeometric function, p and d,, are mean
and variance of In(z) respectively. Therefore, the semi-
Markov channel model can be represented by a new transition
matrix Y, where

P
Y. —2
/= 1-Py

for y#jandy; =0 an

Figure 2 shows the Markov diagram of the channel model.

Figure 2. VLC channel model.

The behavior of the model described in Figure 2 is a discrete-
time stochastic process such that the conditional probability
that VLC signal will experience a poor QoE performance at
discrete time instant X, for t = 0,1,2, .... N and for all states i
is

P'(Xt+1 = _it+1|Xt = it’Xt'—1 = it—l’_----Xl = (18)

i1, Xo = i0)= P(Xps1 = leal X = 1)

where the probability distribution of the state at time ¢t + 1
depends exclusively on the state at time ¢, and not on the state
prior to time t. Therefore, the probability that channel will be
in state j at time t 4+ 1, given that at time ¢t it is in state i, is
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PXey1 =j1Xe =0) = PXy = jIXen = (19)

D) =-=PX; =jlXo =1) =Py
From (19), the signal attenuation due to channel behavior can
be observed at discrete instants in time. Based on this
observation, the scheme (implemented on the SDR equipped
VLC node) adaptively fixes the threshold to still match the
minimum QOoE constraints of VLC application to guarantee
connectivity in the prevailing channel conditions. Until new
channels with better SINR are available the VLC node lingers
in the current channel.

2) Conditions for fixing threshold to adapt to channel
condition for minimum QoE performance

In real VLC environments, channel conditions are
extremely time-variant due to environmental influences and
heterogeneous networks operating on the same frequency and
may require fast adaptation rate. Therefore, it is important for
the SH algorithm to adapt fast enough to variations in radio
environments to benefit from an adaptation process before
subsequent changes in the radio environment makes another
adaptation necessary [14]. There is a tradeoff between
tolerating low packet rate when lingering on the channel by
fixing threshold and reducing communication delay when
switching to a new channel. Therefore, the balance is
determined by a cost function in (20) denoted by C, [15] which
is used to estimate the impact of channel attenuation on the
QoE requirement of VLC applications. The gateway acquires
several values of the RSSI for the VLC environment from its
transceiver to estimate C,. For periods with poor packet
reception rate C, is estimated as follows.

P 2iso Qi
A n 1

(20)

where @, is equal to 0 or 1 depending on the value of 7, as
indicated by (21) in which

(0 ifRi<T
Qi_{l if Rjzt 21

where 7, is a threshold which is adaptively fixed by the
algorithm depending on the impact of signal attenuation on the
amplitude of the signal in the channel state i, n is number of

signal samples used to calculate @, and R; is RSSI from the jth
signal sample in the channel state i.

3) Decision-making

The SH decision making is a major and fundamental step in
every SH procedure. It plays a vital role in realizing users’
needs, coordinating network resources and their application
and making best usage of network performance [16]. Every SH
scheme is different by the nature of trigger in the handoff
algorithm that enables the activation of SH decision procedure.
To have a robust SH procedure/technique, it better to combine
one or more criteria for the handoff decision-making process.
In this work, the capacity of the link to support minimum QoE
constraints of nodes applications in the current channel and
presence or absence of PU signal on the target channel are the
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two criteria used in decision-making for SH procedure. Firstly,
the algorithm must establish if channel quality in channel states
i supports QoE constraints of VLC nodes or not. The
hypothesis is tested as presented in (22):
{H3 if C4<0 ”

Hyif C4 =1’
Hypothesis Hs means that the quality of a link in channel state
does not support VLC node QoE requirements and VLC nodes
should perform SH. On the other hand, hypothesis Ha implies
that the quality of a link in channel state does support VLC
node QoE requirements and VLC nodes should continue with
on-going transmission. The critical decision to determine if a
transmitting pair of VLC nodes should continue on-going
communication in a new channel or remain on current channel
is taking by testing for all conditions in (23) as well as (4) and
(5) in (23).

( H, ifCy <0,

H, if Cy=1,

L Hoif 7® = o,

| and,

\H, if y, (D) = hij (©)x;(6) + n;(t)

V. SIMULATION RESULTS AND DISCUSSION

(23)

A. Simulation set-up

In this work, the performance of the proposed algorithm is
investigated by extensive MATLAB simulations. The
simulation setup is presented in Table 1.

TABLE 1. SIMULATION SETUP

Parameter Value

Unlicensed band

Frequency 2.4GHz ISM band
Transceiver CC2420

Number of active nodes (ns) 20

Bandwidth 50KHz

Number of channel (nc)
Packet rate

nc=(ns*(ns-1)/2)
Poisson distribution

SINR 5dB

Licensed band

Frequency 470-890MHz
Number of channel 5-20

Packet rate Poisson distribution
SINR 1-15dB

B. Simulation Result

In this section, the simulation results to validate the proposed
algorithm are presented. The performance of proposed
algorithm is evaluated by comparing it with conventional
reactive SH model with sequential spectrum sensing (RSHSS).
Again, the number of SHs and throughput, which are very
significant performance metrics are used to validate the
performance of the proposed algorithm. In this paper, the
number of SHs is the total number of SHs from the start of
simulation which represents the start of transmission, to the
end of simulation which signifies the end of the VLC
transmission. During this period, several interruptions may
occur due to low SINR and/or arrival of PU on the channels.
Similarly, throughput represents data rates of VLC node during
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entire transmissions which includes periods between data
buffering and channel switching during period of SHs. Figure
5a shows the throughput performance of the proposed
algorithm and RSHSS while Figure 5b shows the throughput
performance under different bandwidths for the proposed
algorithm and RSHSS. Based on the number of simulations,
each simulation point on the x-axis represents 5000 Monte
Carlo simulations.
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Figure 5a. Throughput performance.
g X 10°
— W—-&- Rsnss.- 250kHz [y L
[7)) ~—+— Proposed - 250kHz
o —==— Proposed - 200kHz
—.> RSHSS - 200kHz
o] 6= —%— Proposed - 150kHz |4
= % RSHSS - 150kHz
~ —— Proposed - 100kHz
- — % RSHSS - 100kHz
- W—E—Proposad-solﬂz ok
o4 |- _RsHSss - 50kHz 4
] = G O T TR T €
g’ *ﬁ*,***::_**—*—:**\**—&-**-:—u
8 2 I % M K= X ,(_§:x. K EN XK —x— X K X=X x]'
ﬁ GEO-G8 80680088006 a80-384
0

5 10 15 20
Number of Simulation

Figure 5b. Throughput performance in sub-channel
bandwidth.

o

As shown in Figure 5a it is seen that the proposed algorithm
outperforms RSHSS in terms of higher throughput. Similarly,
throughput performance under varying bandwidth in Figure 5b
shows related trends of higher throughput performance similar
to Figure 5a. For instance, deploying the proposed algorithm at
sub-channel bandwidth of 150KHz, VLC nodes achieved an
average throughput performance of 450Kbps while using
RSHSS at the same channel bandwidth gives 270Kbps average
throughput performance. There is a 40% improvement in
throughput performance which is attributed to the fact that the
channel condition is adapted using adaptive threshold fixing
prior to performing SH to a new channel with a better SINR in
the proposed algorithm. In RSHSS, SH is initiated the instant
SINR is low in the current channel, and data is buffered while
waiting to join a new channel.
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Figure 6a shows the number of SHs for the proposed algorithm
and RSHSS. Meanwhile, Figure 6b compares the number of
SHs for different values of sub-channel bandwidth for both
RSHSS and the proposed algorithm. In Figure 6a, it is seen that
for the duration of the entire transmission, the proposed
algorithm maintained an average of 130 SHs while RSHSS
returned an average of 320 SHs. Therefore, the proposed
algorithm reduced the number of SHs by 190 SHs which
represents a 59% reduction in the proposed approach. The
reason for this reduction is due to the fact that RSHSS operates
sequential spectrum sensing for a target channel while in the
proposed algorithm in this study, the VLC nodes listen and
select the channel with the best SINR from updated target
channel list supplied by the gateway.
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Figure 7a. shows the throughput performance for RSHSS
and the proposed algorithm at SINR of 5dB in the unlicensed
band. Figure 7b shows the throughput performance of the
proposed algorithm at 1dB as well as 10dB which is compared
with throughput performance of RSHSS under the same
conditions. It can be noticed that in Figure 7a, the proposed
algorithm performs better than RSHSS in terms of higher
throughput. In Figure 7b, it can be seen that both approaches
performed poorly in very bad channel conditions particularly
at 1dB SINR. However, the proposed algorithm performed
better than RSHSS.
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VI. FUTURE WORK AND CONCLUSION

VLC is a promising and emerging technology that has the
potential of solving the challenges of wireless communication
technology. However, there are still challenges in using light
waves for uplink data communication in VLC networks. This
is due to the expected high intensity and glare of the light wave
from the source node, e.g. the screen of the smartphone. In this
paper, a SH scheme that adapts to the link condition by
observing the behavior of the link and dynamically fixes a
threshold for SH to match the minimum QoE of VLC node has
been developed. Based on the results presented, it is shown that
the developed SH scheme outperforms conventional SH
strategy in terms of throughput performance and number SHs.
This work also serves a basis for future research direction.
Therefore, in the future, work will be conducted on a hybrid
VLC system which deploys light wave for downlink and LoRa
for the uplink to increase the speed of data transmission and to
improve performance of the VLC network.
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Abstract—We investigate the effect of a reduced modulation
scheme pool on a CNN-based automatic modulation classifier.
Similar classifiers in literature are typically used to classify sets
of five or more different modulation types [1] [2], whereas our
analysis is of a CNN classifier that classifies between two modu-
lation types, 16-QAM and 8-PSK, only. While implementing the
network, we observe that the network’s classification accuracy
improves for lower SNR instead of reducing as expected. This
analysis exposes characteristics of such classifiers that can be
used to improve CNN classifiers on larger sets of modulation
types. We show that presenting the SNR data as an extra data
point to the network can significantly increase classification
accuracy.

Index Terms—Automatic Modulation Classification, In-phase
and Quadrature-phase (I/Q) symbols, Deep learning

I. INTRODUCTION

In this paper we investigate a deep learning based ap-
proach to automatic modulation classification (AMC). AMC
is used in the telecommunications field to identify trans-
mission modulation schemes without this information being
explicitly communicated between transmitters and receivers.
AMC reduces overhead in communication and allows for
effective switching between modulation schemes in cognitive
radio applications. In the past, AMC has been implemented
with statistical [3] and machine learning methods, such as
clustering [4] and support vector machines [5]. In recent years
deep learning architectures such as multilayer perceptrons
(MLPs) and convolutional neural networks (CNNs) have been
applied to the problem and have shown better performance
over the more traditional approaches with regard to both
accuracy and speed [6].

This paper investigates classification behaviour of deep
neural networks on modulation types under additive white
Gaussian noise (AWGN), by classifying between two mod-
ulation schemes, both varying in type and order. By using
a reduced modulation pool for classification, we are able to
better understand how a CNN interacts with an AMC task.

II. RELATED WORK

There exist several methods to approach AMC using deep
learning models [7]. Most approaches supply some constella-
tion data obtained from raw signal data to a neural network.
How the constellation data is presented to the neural network
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does, however, vary depending on the method. Popular meth-
ods include presenting the quadrature and in-phase data points
of constellation diagrams in a 2 x N array, where N is the
number of data points [2], or presenting the constellation plots
as images [8]. The last method often contains several stages
of feature extraction and pre-processing before the data is
presented to the network.

CNNs are typically used for AMC problems [7] and
function by presenting the input data to convolutional layers.
The convolutional layers extract features from the data by
making use of filters, also known as kernels. After feature
extraction, the convolutional layers are flattened and passed to
dense layers that make use of the previously extracted features
to perform classification [9], [10].

For our study we use a CNN structure, similar to the
network used by Yongshi et al. [2], that receives constellation
data points rather than images as inputs. The reason for this is
to simplify the investigation of the neural network, since pre-
processing and presentation of image data to CNNs add extra
levels of analysis to the process. We make use of 16th order
quadrature amplitude modulation (16-QAM) and 8th order
phase-shift keying (8-PSK) modulation schemes as input, as
both the order and method of modulation differ between the
two.

III. EXPERIMENTAL SETUP

A. Data

The data is presented as complex values of the signal
constellation in the I/Q plane generated using Matlab version
2020b. A random bit stream source is modulated in baseband
using one of two modulation types (8-PSK or 16-QAM).
The modulated data is sent over an additive white Gaussian
noise (AWGN) channel with varying normalised signal-to-
noise (SNR) ratios (E,/N,) with an average signal power of
IW over 1€). The complex valued channel symbols are then
grouped into samples containing 1024 constellation points of
each symbol’s in-phase and quadrature component. Thus, each
sample consists of 1024 32-bit real and 1024 32-bit imaginary
data points to create a 2 x 1024 sized data set.

The SNR, Ey/N,, is discretely stepped over the range of -15
dB to 5 dB in 1 dB increments to create training, validation
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and evaluation sets respectively. The number of generated data
samples per Ep/N, is listed in Table I.

TABLE I
NUMBER OF DATA SAMPLES GENERATED PER Ep/No OF A MODULATION
SCHEME, AS WELL AS THE TOTAL SET SIZE OVER 21 SNR RANGE.

Modulation Train Validation Test
8-PSK 1 000 500 1 000
16-QAM 1 000 500 1 000

Total set size 42 000 21 000 42 000

The training and validation sets are used in the training
process as described below, while the evaluation sets are kept
separate to evaluate the performance per Ey/N, level.

B. Baseline architecture

The classifier architecture is based on that of Yongshi et
al. [2], but with fewer nodes in the hidden dense layer. The
hidden dense layer is reduced to 100 nodes, as the number of
modulation types to classify has been reduced. This change is
made to improve the training time and throughput of the net-
work. The network consists of two convolutional layers that
are ReLu-activated [11], makes use of batch normalisation,
has no padding and a stride of 1. A max pooling layer, with
a stride of 2, is placed between the convolutional layers to
reduce the complexity of the network. After the convolutional
layers a linear layer with 100 nodes is placed, followed by
the classification layer (also a linear layer) with 2 outputs [2].

C. Training protocol

The same training protocol is followed for all networks.
Networks are trained with the Adam [12] optimiser using a
cross-entropy loss function. Adam is selected for its ability
to adapt the learning rate of different parameters, and cross-
entropy loss is used for its good performance in classification
problems [9], [10]. Since ReLU activation functions are used,
the weights of the network are initialised using a uniform
Kaiming initialisation [13].

The following hyperparameters are optimised: learning
rate, batch size, and weight decay (L2 penalty). We selected
these hyperparameters, as preliminary tests showed that they
have noticeable effects on the model’s performance. Hyper-
parameter tuning is performed using grid searches on the
predefined CNN architecture, by comparing the networks’
results on the validation data set. The grid search is performed
over different learning rates {0.01, 0.001, 0.0001}, batch sizes
{32, 512}, weight decay values {0, 0.001, 0.01} and 3 random
initialisation seeds. The initialisation seeds are used to ensure
a particularly strong or weak network initialisation does not
affect the results. We also make use of a grid search over
the architecture by varying the convolution kernel width {4,
16, 32, 64} and amount of dropout {0, 0.5} hyperparameters
[14].

To ensure the network trains until it convergences, the
network is trained for a minimum of 50 epochs, after which
the training is terminated when no improvements in validation
accuracy is found in the last 20% of epochs. Early stopping is
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then implemented by selecting the epoch at which the model
achieved its highest classification accuracy on the validation
set.

IV. ANALYSIS AND RESULTS

A. Classification performance

The goal of this experiment is to analyse the behaviour
of a CNN classifier on two modulation schemes of different
types and orders that exposes fundamental characteristic when
using a data point driven constellation diagram input.

From the classification accuracy and average class recall
of the baseline architecture network in Figure 1, we can see
that the model classifies well for SNRs above 0 dB. At lower
SNRs the accuracy decreases as the signal falls below the
noise floor. We also see an increase in accuracy when the
number of kernels is increased to 36 kernels. Varying other
hyperparameters revealed that adding dropout and using a
weight decay value of 0.01 also increases accuracy and that
the model generalises better on the validation set. The final
hyperparameters for the baseline architecture can be found in
Table II.

TABLE 1T
HYPERPARAMETERS OPTIMISED FOR THE BASELINE ARCHITECTURE.
Parameter Value
Learning rate  0.0001
Batch size 32
Dropout 0.5
Weight decay 0.01

Kernel width 36

An interesting observation to make from Figure 1 is the
unexpected improvement of the declining 8-PSK classification
accuracy at very low SNR. The 16-QAM classification also
increases slightly, but not as much as 8-PSK. This observation
is strange, as we usually expect modulation classifiers to show
reduced classification ability as noise increases until a reliable
classification can no longer be made and the network shows
50% classification accuracy.

Accuracy (%)

Classification
0 accuracy

15 13 11 9 7 5 3 1 1 3 5
EbiNo (dB)

Fig. 1. Average classification accuracy (over 3 seeds) of the baseline
architecture using optimised hyperparameters, for the evaluation data set
with range of -15 dB to 5 dB. The average recall of 16-QAM and 8-PSK,
respectively, is also shown.
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B. Analysis of low SNR artefact

In order to find out why this increase in accuracy at lower
Ey/N, exists, we investigate whether this effect is due to
the boundaries of the range of SNRs evaluated. Using the
same training hyperparameters, the network was retrained for
two ranges of the SNR, namely [-20;0] and [-10;10]. This
investigation is also used to establish if the improvement in
accuracy is tied to certain SNRs, or to a E,/N, position in the
range. In addition, we investigate the effect of architectural
changes to the neural network to ensure the artefact is not
caused by lack of representational ability. The neural network
will be adapted in the following ways:

« Increasing the dense layer node count from 100 to 1 000
o Changing the convolution layer kernels from 36 to 512
o Adding an extra convolution layer

To ensure well-defined results, each one of these changes is
applied independently from the other.

— -20; 0]
40 — [-15:5]
20 — -10;10]

Accuracy (%)
8

-20 -15 -10 -5 0 5 10
Ebi/No (dB)

Fig. 2. Baseline network evaluation set performance when the network is
trained on -20 dB to 0 dB, -15 dB to 5 dB and -10 dB to 10 dB SNR ranges,
respectively.

When using the same baseline architecture as before but
changing the E,/N, range, Figure 2 shows a similar trend
to that observed before. Figure 2 indicates that the increase
in accuracy occurs at lower E,/N, values, irrespective of the
input data range. However, it is observed that the accuracy
increase does not appear at a specific E,/Ny. It should be
noted that accuracy fluctuations only appear after the 0 dB
accuracy descent and results near and above the noise floor
increase gradually as expected.
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Fig. 3. Evaluation set performances when the dense layer of the baseline
network is increased to 1 000 nodes (‘Dense layer’), the baseline network’s
convolutional layers are increased from 2 to 3 (‘CNN layers’) and the baseline
network’s convolution kernels are increased to 512 (‘CNN kernels’).

When increasing the size and complexity of the network,
Figure 3 shows a similar trend to that observed in the baseline
architecture, except for variations in the average validation
accuracy. Some of the methods change the shape and intensity
of the accuracy increase in the E,/N, range, but all still exhibit
the same artefact.

C. SNR-specific training

When observing Figure 1, we note that the increase in
accuracy at lower E,/N, resembles models trained with SNR
pairs selection [15]. With pairs selection, the network is only
trained using two Ep/N, data sets, instead of the entire range.
In some instances this may cause an increase in accuracy
surrounding the selected Ey/N, pairs, especially in the low
Eu/N, range. To determine if this training method can give
insight into the occurrence of the increase at low SNRs,
we test how well the network can classify a single SNR’s
data by training baseline networks on only single SNR data
sets. We also test the generalisation of each network over the
entire SNR range to identify the classification abilities of our
network on low SNR data.

100
a5
90
85

80
—_— 12 dB
= -8 dB
70 -4 dB
65 e 0 OB
— 4 B

75

Accuracy (%)

60
55
50

15-14-13-1211-10 9 8 7 6 5 4 3 210 1 2 3 4 5
EbiNo (dB)

Fig. 4. The performance of five baseline networks, each trained on a specific
dB value of SNR data and evaluated on the evaluation set.

From the classification accuracy of five baseline networks,
in Figure 4, obtained from SNR-specific training, we see that
each Eu/N, could be classified above 90% accuracy over the
-15dB to 5dB range, showing that the network can classify
between the two modulation types, even when large amounts
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of noise is added, if the task is restricted to a narrower noise
range. Furthermore, this shows that the network is indeed able
to classify accurately at lower Ep/N, levels.

100

90
a0
T0
60

g
§ 50 - Classification
5 accuracy
E 40 . s PSK recall
30 i snnesssnns QAM recall
20 '
10
0 ; .
12345678 9101112131415161718192021
Eb/No (dB)
Fig. 5. Classification accuracy of a baseline network trained using only

-8 dB data and evaluated on the evaluation set. The recall of 16-QAM and
8-PSK, respectively, is also shown.

From the classification accuracy and class recall of a
baseline network trained on -8 dB data as shown in Figure
5, it is seen that networks trained on lower Ey/N, data
tend to generalise poorly to neighbouring E,/N, values and
only show accuracy above 50% for one to two neighbouring
Eu/N, ranges before falling into a bias classification of 50%.
Networks trained on E,/N,values above 0 dB E,/N,, however,
show good generalisation, especially to higher Ey/N, ranges
than the Ep/N, it is trained on. Accuracy of networks trained
on high SNR data do however decrease when approaching
and passing the noise floor at 0 dB E,/N,.

The knowledge that the network can accurately classify
at any SNR level in our entire range, but then does not
generalise well to other ranges, leads us to the observation
that different classification criteria are being utilised for each
SNR level, especially at lower SNRs. We can also see on
which Eu/N, level the network classifies accurately, not only
by the increase in accuracy but also by the point where
the network bias switches from 16-QAM to 8-PSK. This is
also seen in our original network (Figure 1), where accuracy
increases due to 16-QAM and 8-PSK classifications crossing
over at lower Ey/N, levels. These observations suggest the
hypothesis that the network is prioritising certain Ey/N, levels,
or classification criteria, over others in the training process. By
prioritising certain lower E,/N, levels the network increases
the average validation accuracy.

D. Adding SNR as a feature

Knowing that the model can achieve an accuracy near
100% for any of the Ey/N, levels within our range and
the hypothesis that the network is selecting specific E,/N,
ranges to optimise for, we turn to literature to find possible
clarification of this behaviour. Several deep learning AMC
networks [1] show increased accuracy when the Ey/N, dB of
the given constellation diagram is provided to the network to
aid in classification. Providing the Eu/N, level might allow
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the network to better optimise for the entire range, as it will
not be blindly selecting an area in the Ey/N,, range to optimise

for.

We provide the oracle Ep/N, dB value to the network to test
if this additional information aids the network in optimising
better in the lower Eu/N, range. The Ep/N, value is provided
to the linear layer of the network after the initial feature
extraction has taken place in the convolutional layers, and
prior to classification based on the extracted feature maps.
By providing the Ey/N, values, we test if the network will
be able to adapt the classification criteria based on the E,/N,
level.

From the classification accuracy of the network provided
with SNR data in Figure 6, we observe a substantial increase
in the validation accuracy across the entire Ey/N, range. By
providing the network with oracle Ey/N, values, the network
is able to adjust its classification criteria based on the amount
of noise on the constellation data points.

Accuracy (4)

= Baseline
—— SNR as a feature

Eb/No (d8)

Fig. 6. Classification accuracy on the evaluation set, comparing the baseline
network and a network where the SNR of the modulation scheme is presented
to the network as a feature.

E. Effect of SNR estimation accuracy

By providing the oracle Ey/N, data, we create a much-
improved classifier for our binary classification problem. We
do, however, know that the performance greatly relies on
the provision of Eu/N, values using SNR estimation at the
receiver. This affects the implementation of this network in
practical applications as noise level estimation accuracy tends
to decrease at lower E,/N, levels [2]. To further understand
the robustness and generalisation of the SNR-tagged network,
we performed a sensitivity analysis.

The sensitivity analysis is conducted by generating statis-
tical noise within a given range, as if an error was made
when estimating the Ep/N, value of the received signal, and
adding that to the provided E,/N, data point when making a
classification. The evaluation set and best performing baseline
network is used for this analysis.

The results of the sensitivity analysis results for the baseline
architecture is shown in Figure 7. We observe that variations
within a 0.5 dB E,/N, range do not affect classification
accuracy substantially, since all E,/N, still achieve above 95%
accuracy. It is only after variation over 1 dB is introduced that
the network’s classification accuracy is noticeably reduced,
especially at lower Ey/N, levels.
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Fig. 7. A sensitivity analysis of SNR-tagged networks where the SNR input
is corrupted with increased levels of stochastic variance. This mimics the
effect of inaccurate SNR estimators.

This reduction in accuracy can be attributed to the network
being trained with E,/N, step sizes of 1 dB, since as the
provided SNR value moves closer to a neighbouring value,
the generalisation of the classification criteria is reduced. The
generalisation effect can also be observed at higher Ep/N,
levels as high accuracy levels are still achieved, even at
high Eu/N, variation. This observation once again highlights
the specificity of the classification criteria needed to classify
accurately at low Ep/N, levels as opposed to above the noise
floor.

V. CONCLUSION

This paper uncovers and investigates an artefact that occurs
when implementing a modulation classifier for two modu-
lation schemes, which provides constellation diagram data
points as input to a CNN. It is found that the network
can classify accurately at low SNR levels when only trained
using specific Ep/N,’s data and that it generalises poorly to
neighbouring Eu/N, values. Knowing that the problem does
not lie with the representational capacity of the network but
rather with how the network models the task, the SNR values
are provided as an additional input feature. This technique
significantly increases accuracy at low Ey/N, values as the
network now has reference to the classification criteria to
select when making a prediction. A sensitivity analysis of
the effect when the additional input features are corrupted
shows the weak generalisation of the classification criteria by
highlighting the drop in performance when SNR estimation
accuracy is low. This means that this network will only be of
use if a SNR estimator that can accurately predict E,/N, at
low SNR is used. Moving forward, this network and method
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could be further researched to improve AMC for low SNR
environments.
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Abstract—Path-loss models describe the power loss when
a radio frequency signal propagates from a receiver to a
transmitter. Developing such a model usually entails an extensive
path-loss measurement campaign and fitting of the data. Using
these models with the obtained parameters can indicate the
expected path-loss at a distance from the transmitter. However,
these models do not always generalise well to different areas
due to the varying complexity of the propagation environments.
Furthermore, newer generations of cellular networks are also
starting to use higher frequencies, making some of the older
path-loss models obsolete since higher frequencies result in
more significant path-loss. This paper presents mobile devices
as measurement tools for the path-loss experienced by mobile
users in LTE networks. The paper shows the feasibility of using
ground-truth propagation model parameters by fitting a log-
normal model to the measurement data with good results.

Index Terms—Path-loss model, multi-path fading, signal to
noise ratio, log-normal path-loss, ground-truth measurements.

I. INTRODUCTION

The evolution of mobile cellular networks allows for
greater bandwidth, higher peak data rates, improved spectral
efficiencies, and lower latency. With the advent of Cognitive
Radio, a radio that can detect and adapt to changes in a
network environment in a dynamic manner, it is essential to
predict accurate network parameter values and continuously
monitor them so that the software-defined radio can make
intelligent cellular adjustments on the fly. To accommodate
the aforementioned, base station antennas have to operate
at higher frequencies, typically ranging in the ultra-high
frequency (UHF) band (300 MHz - 3 GHz) for 4G, with newer
generations targeting even higher frequencies [1]. Well-known
path-loss models such as Okumura-Hata and COST231 were
developed by using path-loss measurements of transmitters
operating at 900 MHz, limiting these models’ use to the
UHF band’s lower end. Furthermore, these models are usually
specific to the measurement environments, city sizes, and
the type of category of each city. For example, the author
in [2] states that the model is valid for cities like Tokyo,
Japan, which creates the ambiguous task of determining if
a city is like Tokyo. Two of the typical approaches reported
in the literature to formulate these models are statistical or
deterministic methods. These methods typically use large-
scale path-loss measurement data. With the vast number of
cellular network users, the opportunity to acquire large-scale
path-loss measurements using mobile devices becomes feasi-
ble. This paper presents a cost-effective method for acquiring
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these measurements using a mobile device as the measurement
tool. Furthermore, this study explores the feasibility of using
ground-truth parameter values specifically for LTE networks
using the log-normal path-loss model.

The rest of the paper is organised as follows: Section II
briefly introduces path-loss and the path-loss models con-
sidered in the paper. Section III discusses related work.
Section IV describes the architecture of the measurement
instrument and essential measurement parameters for an LTE
network. Section V describes a centroid method to estimate
the locations of the LTE base stations. Section VI details
the measurement methodology and values captured by the
measurement instrument. Section VII shows how the mea-
surements can serve to estimate ground truth propagation
parameters. Finally, in Section VIII a conclusion is drawn,
and future work is proposed.

II. BACKGROUND

The free-space path-loss model describes the attenuation a
radio frequency (RF) signal will experience when travelling
through free-space [3]. The equation for free-space path-loss
is given by (1), with d the distance in km and f being the
frequency in MHz.

Lpsr = 32.4+ 20log,,d + 201log;q f )

Even though air is a good approximation for free-space,
real-world measurements typically deviate from this ideal
model. However, large scale measurement campaigns have
confirmed that the signal strength curves follow a power-
law dependence d— where M varies between 3 and 4
[4]—indicating that external attributes are influencing the
path-loss experienced in a real-world environment. Exam-
ples of identified attributes are diffraction, scattering, reflec-
tion, penetration, atmospheric refractive index changes, rain,
and temperature. Continuous research efforts have developed
methods to determine the loss associated with each attribute
mentioned above [5]. Currently, the complexity and inter-
connectivity of mobile environments are on the rise, creating
a more dynamic environment that at any stage can experience
a multitude of these attributes.
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A. Okumura/Hata

The Okumura/Hata model is based on many measurements
made in Tokyo, Japan, by Okumura. The measurements served
as the basis for obtaining path-loss curves for an urban
environment. Several correction factors were introduced to
improve the curves for other propagation conditions [2].

Hata derived formulas to fit the curves. The derived for-
mulas are for urban, suburban, and rural areas, respectively.
The valid input ranges are given in Table I , and the formula
for the urban model is given below in (2).

Lurban = 69.55 + 26.16 log, fot
(44.9 — 6.551og( hp)logrod—
13.821logyg hy — a(hm) (2)

With f. the operating frequency in MHz of the antenna,
d the distance in km, h; the height of the base station in m,
h.m,, the height of the mobile antenna in m. Finally, a(h,,) a
correcting factor for the mobile antenna height for large (3)
and small/medium-size cities (4).

() 8.29(log;o(1.54hy))* = 1.1;  f. < 200M H=
a\lm) =

3.2(logyo(11.75h,,))? — 4.97;  f. > 400M H z

3)

a(hm) = (1.11ogyo fe — 0.7)hy — (1.561l0g f. — 0.8)  (4)

The suburban model is given below in (5).

Lsuburban = Lurban — 2 loglo(ﬁ)z _

2% 5.4 (5)

Finally, for rural areas, the formula is given in (6).

Liwrat = Lurban — (478(10g10 fC)2 —18.33 10g10 fc + 4094)

(6)
TABLE I
SUMMARY OF PARAMETRIC RANGES APPLICABLE TO OKUMURA/HATA
Parameter Name Range
Frequency f € [150,1500]M H =
Distance d € [1,20]km
Base station height hy € [30,200]m
Mobile station height A, € [1,10]m

B. COST 231-Walfisch-lkegami

The popularity of this model was sparked by the ever-
decreasing distance between the base stations in urban en-
vironments for each new mobile generation. The model is a
combination of three main path-loss components; the free-
space path-loss Lrgr, a rooftop diffraction component ac-
counting for the loss experience as the signal diffracts/scatters
off multiple rooftops L,s, and a multi-screen diffraction loss
L,, s corresponding to the diffraction experienced as the signal
moves from wall to wall formed by the buildings surrounding
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the streets [6]. Each of these components contributes to the
total path-loss given by the equation as seen in (7) below.

LCOST231 = LFSL + Lrts + Lan (7)

With Lrgy, the free-space path-loss (1), L;+s the rooftop to
street diffraction and scatter loss (8) and L., the multiscreen
loss (9) respectively, all in dB. The valid input ranges are
given in Table II.

Lyts = —16.9—-101log;, ¥ +10log;, fc+20log,q Ah,, + Lo

3
where:
U = street width (m)
A =hr—hy, (m)
Lo =—10+0.354¢ 0° < ¢ <35°
Lo = 2.5+ 0.075(¢ — 35°) 35° < ¢ < 55°
Lo =4—0.114(¢ — 55°) 55° < ¢ < 90°

¢ = incident angle relative to the street

Lyns = Lpsh + ko + ka loglo d+ kf 1OglO fc - 910%10 b )

where:
b = building separation distance (m)
d = distance (km)
Lbsh = —1810g (11 + Ahb) hb Z hr
Lysn =0 hy < hy

where: Ahy, = hy — h,- , h, = average building height (m)

ke =54
ko = 54 — 0.8y

hy > h,
d > 500:hy < h,

ko = 54— 0.8Ahy

d hy < hy
=00 < 500;hp <

Note that both Ly, and k, increase path-loss with lower
base station antenna heights.

kg =18 hy < h,
15Ah,
ke =18 — hy > h,
5= Ahn, b=
k’f = 4+Oz( Je — 1)
925

With « equal to 0.7 for a mid-size suburban city area with
moderate tree density and « equal to 1.5 for a metropolitan
area.
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The error associated with the model is governed by the
relationship between h, and Hp. Good path-loss estimates
are found when hy, > Hp.

TABLE II
SUMMARY OF PARAMETRIC RANGES APPLICABLE TO COST 231

Parameter Name Range

Frequency

Distance

Base station height

Mobile station height

Distance between building centres
Street Width

Incident angle relative to street
Average Building height

7 € [300, 2000](MHz)

d € [0.02, 5)(km)

hy € [4,50](m)

hm € [1,3](m)

wp € [20,50](m)

ws € wp/2(m)

a = 90°

Hp =3 X (#floors) + Hyoof(m)

3, pitched(m)
Hroof =

Rooft t
OOToP type 0, flat(m)

C. Log-normal

The log-normal path-loss model (11) extends the log-
distance path-loss model in (10) by adding a random variable
X, to the path-loss.

d
Llogdistance = LFSL(dO) + 10n 10g10 ( (10)

€
With Lpgsy,(do) the free-space loss in dB at the reference
distance dg in km.

The random value has a zero-mean and standard deviation
of o, following a log-normal distribution. The added variable
is used to capture random shadowing effects caused by diverse
levels of clutter using numerous measurement locations with
the same base station and mobile station separation [5].

d
Llognormal = LFSL(dO) + 10n loglo (j) + Xo (11)
0
With n the path-loss exponent (PLE) and X, the random
variable accounting for shadowing effects. If the reference
distance is 1 km, the equation reduces to (12).

Liognormat(1km) = 10nlog,o d + 20log,, f + 32.45 + X,
(12)

Typical values for the PLE can be found in Table III below.
TABLE III

SUMMARY OF TYPICAL PATH-LOSS EXPONENT VALUES ADOPTED FROM
[5]

Environment path-loss Exponent
free-space n=2

Urban area cellular radio n € [2.7,3.5]
Shadowed urban cellular radio  n € [3, 5]

Inside a building (LOS) n € [1.6,1.8]
Obstructed in building n € [4,6]
Obstructed in factory n € [2,3]
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D. IMT-2000 Vehicular Environment

This model forms part of a subset of models generally
known as the IMT-2000 models. The key benefit of using
the IMT-2000 models is predicting path-loss in environments
where relative time delay is important [7]. The governing
equation is given by (13).

Luehicular = 40(1 — 4 x 1072 Ahy) log,, d
— 181log;q (Ahy) + 21logo f +80  (13)

Where Ah;, is the change in average rooftop height to base
station height in m, d the the distance to the transmitter in
km and f the operating frequency in MHz.

III. RELATED WORK

Some of the related work worth mentioning in the literature
are:

o Enami et al. in [8] lay a good foundation for the typical
issues regarding crowd-sourcing LTE networks using
mobile devices. It is shown that using mobile devices
as measurement tools can give a PLE value within 0.1
of advanced equipment. Unfortunately, the study did not
present the overall system architecture used to capture
their data.

o Mankowitz et al. in [9] present a possible system ar-
chitecture similar to the presented one in this paper.
The study showed that it is possible to use off-the-shelf
mobile devices to capture LTE network data. However,
the study did not give any insight into the feasibility
of using the captured data to determine ground-truth
propagation model parameters.

o Neidhardt et al. in [10] explored different methods used
to estimate the location of base stations using crowd-
sourced data. They indicate that a grid-based approach
is best to determine the location of the base stations from
measurement data. This study did not explore all of the
possible attributes available for an LTE network to help
determine the location of the base station.

Our study builds on the work above, with emphasis placed
on the attributes captured for LTE networks using our pro-
posed system architecture and how these attributes apply to
classic path-loss models. Furthermore, the feasibility of using
ground-truth propagation parameters is investigated for the
data captured.

IV. MEASUREMENT INSTRUMENT

The dual objective of the measurement device is to capture
real-world user experienced path-loss values and be cost-
effective. To satisfy these objectives, an off-the-shelf LTE-
capable mobile device is used as the measurement instrument
since it can provide all of the needed functionality with the
added advantage of having a flexible library base to help
capture all of the required information. A mobile device
allows capturing parameters and data of different cellular
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network generations, depending on the device-specific chipset
and firmware present on the mobile. An android application
is developed to access the telecommunications specific data
of the device and some other useful information. Table IV
shows a summary of the most important data extracted for an
LTE network.

TABLE IV
SUMMARY OF CELLULAR LTE AND DEVICE DATA

Extracted data
(Longitude, Latitude)
sIp

Quality Level

Description

Device GPS coordinates

Reference signal received power
Abstract quality level

for overall signal

rsrq Reference signal received quality

rssi Received signal strength indication

rssnr Reference signal signal-to-noise ratio
Timing Advance timing advance value for LTE

EARFCN Unique identifier for operating frequency
Enb Unique identifier for base station (eNodeB)

For large-scale measurements to be made, the architecture
in Figure 1 is proposed and implemented. The tower repre-
sents a base station of which the path-loss is to be evaluated.
The mobile device captures these measurements in an SQLite
database. When a WiFi connection is available, the data stored
in the SQLite database is sent to an Amazon EC2 instance.
Next, the Apache module is used as a reverse proxy to send
the request to the flask app. Finally, a connection between
the flask app and the SQL database is used to insert the data.
The entries can then be used to perform all of the required
analyses by selecting the relevant data from the database.

nees QJU e
/ \

Amazon EC2
Tower

™y

Cell Track

Q)

I

MysaL DB Apache

saLite

Flask App

]l

Figure 1. Overall measurement instrument architecture

An important assumption when using the above architec-
ture pertains to LTE power control in the downlink. Two
types of power control are distinguished in the downlink: fixed
and dynamic. Fixed power control applies to the transmission
of cell-specific information to the mobile device and which
is received on port 0. The reference signal received power
(RSRP) is calculated from 12 symbols’ elements and serves
as the downlink channel estimation reference. Since there is
no stream of data from the device, it will not make use of
dynamic power control, and the transmission power of the
base station is therefore assumed to be fixed [11].
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V. TOWER LOCALISATION METHOD

Since the path-loss depends on the distance between base
station transmitter and mobile receiver, both the measurement
and the base station locations are needed to determine the
path-loss at a distance d. If both the locations are known, they
can be substituted into the Haversine formula [12] to calcu-
late the distance. However, since only information regarding
the measurement location is known (i.e the mobile device
location), the method proposed in [10] is used to estimate
the location of the base station by making use of the idea
of centroids. The underlying principle of the method is quite
simple: if it is possible to connect the measurements in such a
way as to form a polygon around an omnidirectional antenna,
then the centroid of the polygon can serve as the estimated
location of the antenna. If the number of measurements
increases, the polygon formed will approach an ideal polygon
describing the emission pattern. This will cause the estimated
centroid to follow the same behaviour and give a better result
as the number of measurements increase [10]. In Figure 2
the estimated base stations locations (green), estimated error
(yellow), and the measurement locations (red) are shown for
our area of interest.

Figure 2. Visualisation of measurements and estimated base station locations.

One of the drawbacks of using this method is that if
the antenna does not form an omnidirectional pattern, the
above method will not hold. Using this method can thus
introduce a deviation in the path-loss calculations due to the
variance in the base station location estimation. Some ideas
to help improve the above method are using the received
signal strength values to form different signal strength regions.
Combining these regions with a simple gradient descent ap-
proach will help select points closest to the tower. Using these
points in the centroid estimation will mitigate not having an
omnidirectional emission pattern and reduce the base station
location error. The best solution is using highly accurate base
station locations provided by cellular operators, although this
information may be proprietary and not freely available. To
get an idea of the error associated with the above centroid-
based method, ten base stations were randomly selected, and
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the estimated and actual coordinates were compared to get
some idea of the error associated with the above centroid-
based method. The mean error of the distance is 489.87 m,
and the standard deviation is 235.41 m.

VI. METHODOLOGY

We conducted a small measurement campaign in a subur-
ban area to test the feasibility of using android devices as
measuring tools. A single mobile device acting as the mea-
surement instrument connected to an Amazon EC2 t3.nano
instance, shown in Figure 1, was used to capture the mea-
surements. To help emulate real-world signal strength values,
as experienced by end-users, no rigid sampling method was
deployed since mobile users will use their devices at varying
times and locations. Therefore the study used the approach of
sampling signal strength during random periods in the day, at
random measuring time-frames, and by varying the locations.
Lastly, different degrees of mobility was also introduced when
capturing measurements. Mobility is broadly classified into
three categories: stationary, slow-moving (walking or riding
a bicycle), or fast-moving (driving a car). The measurement
approach resulted in 25171 LTE signal strength measurements
captured for a mobile network in a suburban area over a few
weeks.

After capturing the data, the first step was to determine the
locations of the base stations from the measurement data. This
was accomplished by making use of the tower localisation
method as set out in Section V. Since both the coordinates of
the measurements and the towers are known, it is possible to
calculate the distance for each measurement to the tower. The
distance to the tower and the accompanying signal strength
is then used to fit a log-normal curve to the data yielding a
path-loss exponent n and stochastic variable value X o for a
specific set of tower measurements.

Table V broadly summarises some of the variables captured
by the overall system for current and future usage.

TABLE V
SUMMARY OF IMPORTANT VARIABLES CAPTURED BY THE SYSTEM

Extracted data
Device/Tower location
Unix Time Stamp

Current/Future Usage

Distance calculations.

General; acquiring date-specific
weather data per location.
Exploring effects of weather on a
mobile network.

Possibly useful for indoor/outdoor
path-loss predictions according to
[13].

Explore the effect of battery tem-
perature on measurements.
Determine how speed affects the
measured signal.

Explore how bearing relative to
tower affect the measured signal.
Explore how altitude affects mea-
sured signal.

Usage is to create a possibly cali-
brated measurement device.

Weather Data

Device Orientation

Device Temperature
Device Speed
Device Bearing
Device Altitude

Device Hardware
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VII. ANALYSIS EXAMPLE

The feasibility of using the mobile measurement data for
path-loss modelling was investigated next by selecting a well-
measured transmitter. Figure 3 below shows the received
signal strength plotted against the distance from the base sta-
tion for 10191 measurements of the tower 313021 (eNodeB)
operating at a frequency of 2120 MHz.

The rsrp plot of tower 313021 on frequency 2120.0 MHz

=100

E
o e T
Sz e
= I (S st L
2 rsrp (dbm)
=140 _110\\_\-
s —100
e 90 [Te=a__ %
160 o g0 St R
e 70 |  TTEEmeeeao L
1 2 3 4 5

distance (km)

Figure 3. The rsrp data of tower 313021 (eNodeB) with path-loss models
plotted - log-normal (magenta), Okumura/Hata (blue), COST 231 (red), IMT-
2000 (green).

The magenta line is the path-loss curve formed by fitting
a log-normal path-loss model to the data. A log-normal path-
loss model was assumed as it is well described and has been
applied to model path-loss in similar environments accurately,
as discussed in section II of this paper. The best fit values for
the log-normal parameters were found to be n = 2.28 with
X, = —21.62, by applying non-linear least-squares fitting
to the data. The background section shows that this value of
n is smaller than the range of values reported for an urban
environment. The reason is that the investigated environment
of the tower for which our data was collected matches a
typical suburban environment that has lower buildings further
apart than in an urban environment, hence the lower value of
n. It is also worth noting that the typical values used in the
reference models for the PLE are for European environments,
which boast more complex urban and suburban environments
than typically found in South Africa.

An important consideration when interpreting the results
is that the distances used in the calculations are based on
estimates of the tower position, as derived by applying the
centroid calculation method. If the estimated tower location
error is large relative to the tower’s coverage area and the
tower has a radial emission pattern, points closer to the
actual tower location might mistakenly be shown as points
farther away and vice versa. It should also be noted that
the measurements were taken on different radii from the
tower, each associated with a different path profile. The above
factors lead to a high variation in measured signal strengths
at various distances from the tower, possibly explaining why
the measurements in Figure 3 seem to form a flattened profile
where the signal strength does not seem to reduce as much
as expected with increase in distance from the tower. These
factors can be compensated for by obtaining accurate tower
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positions, antenna heights, and by taking many long term
measurements, to establish a large data-set.

The green line resembles the IMT-2000 path-loss model
for a vehicular environment. The IMT-2000 model is overes-
timating the path-loss by roughly 30 dBm. A possibility is that
the calculated value for the change in average rooftop height
to base station height might not resemble the actual scenario
well. Again it can be argued that the model is designed for
European environments with more complex clutter, therefore
overestimating the path-loss. The dotted lines, blue and red,
are the Okumura/Hata (rural and small) and COST 231 (subur-
ban and medium) models, respectively. Being dotted indicates
the tower frequency is not in the specified operating ranges
of these models. However, they emphasise the deviation from
the measured data and the need to investigate the feasibility
of using ground-truth path-loss values for models such as the
log-normal model.

VIII. CONCLUSION

The continuous advancement of cellular networks drives
the need to predict and monitor crucial network parameters.
Therefore, deploying large-scale, low-cost measurement cam-
paigns will help design and maintain future networks. The
measurement architecture presented in this paper shows the
feasibility of using mobile devices as low-cost measurement
tools with the ability to scale. Furthermore, the analysis
sections show that it is possible to determine ground-truth
propagation parameters from the measurement data for the
log-normal propagation models with reasonable accuracy. On
the other hand, the significant deviations of the other path-loss
models from the measured data show their inability to predict
accurate path-loss values for frequencies and environments
not implicitly modelled.

The study also concluded that it is possible to blindly
estimate base station locations with a tolerable degree of
accuracy using the measurement data. Using highly accurate
base station locations provided by a cellular network operator
will be essential to determine the exact distance of each
measurement from the base station, thus mitigating the error
introduced by blindly estimating the locations. Furthermore,
using these accurate locations will lead to a deeper insight
into the effect of the associated error on the ground-truth
propagation parameters. These newly formed insights might
lead to estimating highly accurate ground-truth propagation
parameters using a base station localisation method.

In this paper, we used the device and tower locations to
estimate PLE values for a mobile network, leaving the rest of
the variables as shown in Table V open for investigation in
future research.
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Abstract—Spectrum sharing is increasingly becoming more
important due to the increasing demand for available spectrum.
Licensed shared access (LSA) is one example of such a spectrum
sharing architecture. However, the dimensioning of these net-
works are still not well understood due to the multiple degrees
of freedom that the licenses allow the licensee. In this paper,
a simulation model was constructed to act as a framework to
compare the low- and medium-power licenses available in the 4
GHz band, using OFCOM’s shared access license (SAL) regu-
lations. Results indicate SAL secondary system utility, including
theoretical coverage area and capacity expectations.

Index Terms—Spectrum Sharing, Licensed shared access
(LSA), Private Wireless Access Networks, Dynamic Spectrum
Access (DSA), Network Capacity and Coverage, Shared Access
License (SAL)

I. INTRODUCTION

Radio spectrum is a limited resource, and reusable spec-
trum is a desired commodity. Spectrum use is managed at
both national and international levels, which means that each
country is responsible for managing the frequencies in their
borders. However, national regulators are subject to interna-
tional regulators. The highest level of spectrum management is
the International Telecommunications Union (ITU), an agency
in the United Nations that is responsible for international radio
regulations.

Historically, regulators have decided which users are al-
lowed to transmit on specific frequency bands [1]. This tight
control on the use of spectrum meant easier control over any
excessive interference, but this might be an inefficient way to
use spectrum.

Secondary users require additional spectrum that is not
available using the traditional spectrum allocation paradigm
[2]. The concept of spectrum sharing has been identified as
a possible solution to the spectrum famine where spectrum
can be shared by current primary users with secondary users
allowing coexistence in the same spectrum band without sig-
nificant or harmful interference to each other. One such spec-
trum sharing mechanism that has been proposed is Dynamic
Spectrum Access (DSA), where spectrum is allocated dynam-
ically in real-time as needed. Recent developments in DSA
have resulted in the TV White Space (TVWS), LSA and
Citizens radio broadband service (CBRS) spectrum sharing
architectures.

The first spectrum sharing architecture regulated was
TVWS that reuses the television bands for secondary users.
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The problem with TVWS is that new radio interfaces are re-
quired for transmitters and receivers, which increases the cost
of new TVWS networks. LSA and CBRS present alternative
approaches to spectrum sharing in the bands where current
radio technologies like Long Term Evolution (LTE) and fifth
generation of commercially automated cellular (5G) already
have chipset support for the transceivers. Using existing
technologies lowers the cost of setting up a network with
these spectrum sharing architectures.

Despite an interest in spectrum sharing architectures and
a need for private networks, little has been published on the
utility, sizing and application of LSA networks. Furthermore,
spectrum sharing architectures have many parameters and
degrees of freedom that makes it challenging to ensure that
these networks are feasible, even under desirable SAL pricing
plans, as in the United Kingdom (UK) [3].

In this paper, a private campus network using LSA is
simulated using the two LSA licensing schemes in the 3.8-
4.2 GHz band. The two available licenses are the low-power
and medium-power systems. A comparison is then drawn
between the appropriateness of the licensing schemes for the
application in a private campus network in terms of capacity
and coverage.

The rest of the paper is organised as follows: Section
II introduces the shared access license (SAL) and evaluates
the low- and medium-power licenses available under SAL.
Section III details related work. Section IV details the model
constructed to evaluate utility in terms of coverage and
capacity. Section V details the research method. Section VI
discusses the results, and finally, the paper concludes with
Section VII.

II. SHARED ACCESS LICENSE

On 25 July 2019, Office of Communications (OFCOM)
set out two new licensed products described in [3] to make
it easier for a broader scope of secondary users in the UK
to access radio spectrum. One of these licensed products is
the SAL which allows the use of four spectrum bands that
support mobile technology. SAL is a licensing scheme for
the LSA concept that allows secondary users to coexist in
shared spectrum.

Candidate use cases envisioned by OFCOM are Utilities,
Industrial Internet of Things (IoT), Logistics and Distribution,
Mining and Agriculture. SAL is marketed as a means to
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provide connectivity to a business or campus site, affording
more security than unlicensed technologies like Wireless
Fidelity (WiFi) while being a feasible alternative to other
solutions from mobile network operators (MNOSs) that still
allows for Quality of service (QoS).

When applying for a SAL, the secondary user applies for
either a low-power or medium-power license, giving informa-
tion that includes the location, desired frequency band, and in
the case of a the medium-power license, details concerning
the antenna installation.

1) SAL frequency bands: The SAL architecture has been
rolled out over four bands of spectrum. The four bands are
shown in Table I with the allowed bandwidths indicated for
each band. In this this paper, the 4 GHz band is evaluated
since it exists in the C-band and allows for comparison to
other spectrum sharing architectures such as CBRS. The 4
GHz band sits just above the 3.6-3.8 GHz mobile band, which
means chipsets with 5G support for this band already exist.
In addition, it is the only band where fixed wireless access
is allowed outdoors. Other bands under SAL regulations are
only allowed fixed wireless access indoors.

TABLE 1
TECHNICAL PARAMETERS REQUIRED TO APPLY FOR A SAL

Frequency band name Frequency ranges Channel bandwidths

1800 MHz 1781.7-1785 MHz 3.3 MHz
1876.7-1880 MHz

2300 MHz 2390-2400 MHz 10 MHz

4 GHz 3.8-4.2 GHz 10, 20, 30, 40, 50,

60, 80, 100 MHz

lower 26 GHz 24.25-26.5 GHz 50, 100, 200 MHz

(only low-power)

2) Low-power license: The envisioned use case for the
low-power license is for industrial campuses and enterprises
wanting to deploy private networks. The low-power license
allows the licensee to deploy as many base stations as required
in a circular area within a radius of 50m centred on the
licensed coordinate. Secondary users can move base stations
around within the circular area without any further coordina-
tion requested from OFCOM. In cases where secondary users
may want more flexibility with base station placement, they
may apply for multiple low-power licenses, either contiguous
or spaced out over a larger area. Figure 1 graphically depicts
how the low-power license works. Note that licenses are
given per circle, represented in orange, and requires a separate
license application for each circle. The blue circles represent
the coverage of the base stations. Multiple mobile or fixed
terminals are allowed for each base station.

3) Medium-power license: The medium-power license is
for secondary users who need a long transmission range from
a fixed base station. An envisioned use case is the frequency
wireless access (FWA) services in rural areas and industrial
or enterprise services over bigger areas allowing wireless
communication services to geographically spread campuses
like ports, agriculture or forestry. This license only allows for
a single base station which in turn can connect to fixed or
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Figure 1. Low-power SAL adopted from [3]

mobile terminals. Due to an increased power allowance and
larger transmit range, these licenses are only permitted in rural
areas since they may prevent low power secondary users from
deploying in the area. Figure 2 shows how a medium-power
license may be set up with fixed and mobile terminals.
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Figure 2. Medium-power SAL adopted from [3]

Table II shows the important technical parameters of both
SAL types and the differences between these two license

types.

TABLE II
LIMITATIONS FOR SAL IN THE 3.8-4.2 GHZ BAND

Technical Low-power Medium-power

Parameter license license

Base station 24 dBm / carrier 42 dBm / carrier

power for carriers < 20 MHz  for carriers < 20 MHz

limit 18 dBm / 5 MHz for 36 dBm / carrier
carriers > 20 MHz for carriers > 20 MHz

Terminal

Power limit 28 dBm 28 dBm TRP

(EIRP for fixed)
(TRP for mobile)

Antenna
height

Authorised
Bandwidth

Permitted
Deployment

10 m above ground
10, 20, 30, 40, 50,
60, 80 or 100 MHz

Indoor or
outdoor only

35 dBm / 5 MHz EIRP

10 m above ground

10, 20, 30, 40, 50,
60, 80 or 100 MHz

Outdoor only in
rural areas
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III. RELATED WORK

Studies were done to test the early regulations and possible
improvements on the LSA concept. Mustonen et al. [4]
describe the first live demonstration of the LSA concept
that was shown in Finland in 2013. Critical factors of the
architecture and their effects are discussed. The effect on the
incumbent users are the main focus of this study and whether
the regulations are sufficient.

Yrjola et al. [5] discusses system enhancements for an-
tenna systems and the regulation changes required for the en-
hancements. LSA is discussed before possible active antenna
enhancements are provided. The technical parameters of LSA
are explained as well as integration between current systems
and LSA.

A field trial was done for LSA using TD-LTE in the 2.3
GHz band in [6]. The field trial is described in terms of
the environment and two use cases that were tested in the
field trial. The trial concludes that dynamic availability of the
LSA bands can be handled with existing real-world network
equipment and some additional components.

A different field trial was done and discussed in [7] with
reference to resource optimisation and incumbent protection.
According to [7] the inclusion of small cells will allow
the network operator to serve secondary users even when
incumbent users request use of the spectrum.

[8] describes the LSA architecture, and a testbed is
evaluated for the management system of LSA. It is concluded
that the newly proposed regulatory approach shows promise
to give better QoS and inclusion into the 3rd Generation
Partnership Project (3GPP) 5G context.

[9] discusses a multi-objective optimisation approach for
dynamic LSA systems. Optimisations are proposed for: Spec-
trum efficiency, energy efficiency, performance metrics of the
wireless network in LSA and sharing between the incumbent
and secondary user. Results indicate that using optimal power
allocation can improve efficiency during the period when the
incumbent is using the spectrum.

Yrjola et al. [10] discuss how LSA enables high-quality
wireless networks and compares LSA and CBRS, discussing
how the different spectrum sharing frameworks are imple-
mented. The paper further discusses the evolution of LSA
and utility.

Yrjola et al. in [11] further create a model to simulate
the dynamic priority changes in different spectrum sharing
architectures. Applying the spectrum allocation simulation, an
evaluation is made on the efficiency of dynamic spectrum
allocations between different sharing architectures.

Matinmikko et al. [12] make a similar comparison between
spectrum sharing frameworks and compare different tiers of
sharing in different sharing schemes. Very early iterations
of the CBRS sharing architecture are discussed by looking
at changes in US spectrum sharing regulations. This paper
compares the LSA and Collective use of spectrum approach
and the decisions made by regulators.
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Kalliovaara et al. [?] evaluate LSA evolution and how
it can be used to provide DSA for novel 5G use cases.
The development of LSA is discussed and its application
for mobile networks. The spectrum access system, which is
the spectrum control system for CBRS, is discussed. Finally,
a comparison is made between the regulation of the two
architecture types.

Hoyhtya et al. [13] describe an LSA field trial and a testbed
for satellite communications before discussing possible re-
search directions for 5G communications.

We next introduce the system model used for our evaluation
of the two SAL license types.

IV. EXPERIMENTAL MODEL

An experimental model is developed in Matlab 2020b
to evaluate the SAL utility. The basic components of a
wireless network simulation such as transmitters, receivers,
path loss (PL) or prediction models, transmission parameters
and a defined area of interest, are defined. Then, the model
calculates the capacity of multiple connections and plots the
coverage of the network, which will be used as a basis for
comparison.

A. Campus network map setup

A map is made where all the terminals are placed around
the transmitter at regular intervals to disperse the terminals
evenly in a circular pattern. The prediction radius of the circle
for each license type is chosen based on the coverage of a
transmitter using free-space loss.

B. Radio-frequency propagation model

A survey of propagation models presented in [14] is used
to find a suitable propagation model for this study. The
Longley-Rice Irregular Terrain Model (ITM) was chosen since
it best fits the criteria of the simulation as provided in Table
III, which shows the experimental parameters used for the
simulation. The experimental parameters are derived from the
regulations for the SAL [3]. What makes the Longley-rice
ITM model a good estimation tool for PL is that it takes
terrain, frequency and distance into account when predicting
the PL of a signal.

The Longley-Rice ITM is implemented using a Matlab
implementation of Signal Propagation, Loss, And Terrain
(SPLAT!) [15], an application that uses a terrain model to
calculate the losses due to terrain scattering. Version 3 of the
Shuttle Radar Topology Mission (SRTM) dataset is used as a
digital terrain model (DTM).

The Longley-Rice model is limited to distances between 1
and 20 km and frequencies between 20 MHz and 20 GHz. All
receivers below 1 km use free-space loss for PL estimation.
The free space loss (FSL) is calculated using (1):

Lpsr = 32.4+ 20log,q (d) + 201ogy, (f) e
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Where d is the distance between transmitter and receiver
in km and f is the frequency of the signal in MHz.

C. Capacity calculations

The distance between the transmitter and each receiver can
be calculated using the Haversine formula [16] that calculates
the distance of an arc over the surface of a sphere such as
the earth. As explained in section IV-A, multiple receivers
around the transmitter with different distance increments are
used. For each receiver, the propagation model is applied to
find the PL from the transmitter. The received signal power,
P,., can be calculated at each receiver using (2):

P.=Prx +Grx +Grx — PL ()

Where P, is the received signal power, Prx is the signal
power at the transmitter, Grx and Ggrx are the transmitter
and receiver gain, respectively, and PL is the path loss as
calculated by SPLAT! [15], all measured in dB. To calculate
the signal to noise ratio (SNR) of the signal, a noise figure is
required. An additive white Gaussian noise (AWGN) is added
to the signal and the thermal noise is calculated at the receiver
which can be used to calculate the SNR in (3).

P
SNR= ———" 3
Nawgn + kT B ©)

Where P, is received signal power and Ng,g4, is the
AWGN both in watt. The second term in the denominator
is the thermal noise in watt, where k is Boltzmann’s constant,
T is the temperature in Kelvin, B is the bandwidth of the
signal in Hz.

For this study, other sources of interference are ignored to
facilitate comparison between the two license types. The SNR
is used to calculate the capacity using Shannon’s capacity
formula (4):

C = Bloga(1+ SNR) ()

Where B is the channel bandwidth measured in Hz and
SNR is the ratio as calculated above. The calculation results
in C, the capacity of the signal in bits per second. C is known
as the Shannon capacity and is an upper bound of how much
information can be sent over a channel [17]. The capacity
of the channel decreases as the distance and PL increases
between the transmitter and the receiver. Thus, it can be used
to compare networks using different input parameters that
affect the signal loss.

V. RESEARCH METHOD

We use a simulation to compare the utility of low- and
medium-power SALs. A single transmitter and multiple re-
ceivers are simulated to calculate network characteristics
such as coverage area and capacity. Table III shows the
experimental parameters used in the simulation.
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TABLE III
EXPERIMENTAL MODEL PARAMETERS
Parameter value
Frequency 3.8 GHz
Channel Bandwidth 10 MHz

Transmit power

Residual noise floor

TX Latitude (degrees)

TX Longitude (degrees)
TX antenna height

TX Gain

Amount of receivers
Maximum receiver distance

Distance increment

RX antenna height

250 mW for Low-Power license
4000 mW for Medium-Power license
-70 dBm

26.6883 S

27.0929 E

10 m

10 dBm

1000

3 km for Low Power license

10 km for Medium Power license
100 m for Low power license
500 m for Medium power license
1.5 m

RX Gain 10 dBm
Propagation models Longley-Rice ITM, Free-space loss
Digital terrain model SRTM

The chosen transmitter latitude and longitude is the North-
West University (NWU) administration building F1 as a refer-
ence to using the private network on campus. The transmission
parameters are chosen by considering the SAL regulations
for the 4 GHz band, as shown in Table II. The best-case
scenario for both the low- and medium-power licenses are
simulated, assuming the highest power output allowed. In
the case of antenna height, the base stations are 10 m high,
but the receiver height is limited at 1.5 m, a typical height
used for user equipment (UE) in LTE. A thousand receiver
locations are used to maintain a statistically significant amount
of samples to support the results. The maximum distance of
the receivers from the transmitter is chosen to keep within the
range where the SNR is larger than O using FSL.

For control results, only the FSL of the signal is used for
calculations to allow for an extra degree of analysis in the
work. The FSL model represents an ideal propagation envi-
ronment, which will, under most propagation conditions, not
be achievable by a practical network subject to attenuation and
interference. Coverage and capacity calculations performed
using FSL approaches the Shannon capacity upper bound.

Receivers are placed in concentric circles around the trans-
mitter location at an incremental distance given in Table III
Each receiver is used to calculate PL [15], received power
(2), SNR (3) and capacity (4) at the receiver coordinates. The
capacity values are then grouped based on the received SNR.
The groups are based on typical LTE signal strength ranges
for the minimum SNR required to receive and demodulate the
signal successfully.

VI. RESULTS AND ANALYSIS

First, graphs are constructed plotting SNR over the distance
from the transmitter. These graphs show how SNR decreases
as the distance increases. Next, complementary cumulative
distribution function (CCDF) plots are constructed from the
simulation results based on how many receivers have an SNR
value above the threshold levels. The theoretical capacity is
used to compare the utility of the low- and medium-power
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licenses in the simulation. Finally, the coverage area of both
license types is provided for a coverage comparison.

A. Performance evaluation based on SNR

The SNR is plotted for all incremental distances from the
transmitter as calculated using both FSL and the PL calculated
with the Longley-Rice propagation model.
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Figure 3 and 4 show the calculated SNR as a function of
distance. It can be seen that the SNR calculated using FSL
gives the upper band that is possible using the Longley-Rice
ITM model. For the first kilometre from the transmitter, only
the red circles that represent FSL are shown. This is because
the Longley-Rice ITM is limited to distances above 1 km, and
FSL is used as a substitute at these distances. The Longley-
Rice ITM includes signal loss due to terrain, thus decreasing
the possible SNR around the transmitter. For this reason, the
Longley-Rice ITM plot is spread out below the FSL.

B. Performance evaluation based on capacity calculations

A CCDF graph is made by adding the number of points
that reach above a given SNR threshold. Each point that is
added increases the probability of achieving the corresponding
capacity above the SNR threshold.
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The CCDF figures represent the probability that a signal
can have a capacity based on the SNR threshold in the
simulation. Higher SNR values result in a higher probability
of achieving a higher capacity. Figure 5 and 6 show that the
probability of achieving a higher capacity increases for higher
SNR values. Note that SNR decreases over larger distances
as shown in Figure 3 and 4, so the CCDF graphs also show
that capacity decreases as the distance increases.

C. Evaluation of coverage

The coverage of a single transmitter is calculated to show
the difference in utility between the low- and medium-power
licenses by comparing the coverage area of both. We assume
there are enough measurements taken in the circular area so
that each receiver location represents roughly an equal surface
area. This is why the receiver results appear evenly spaced in
Figure 3 and 4. Since the step sizes are small with regard
to the total radius of the circle and that the circle radius
itself is relatively small, the receiver positions representing a
specific area are used to calculate coverage area by dividing
the number of receivers that have SNR values above the
thresholds by the total sample size.
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TABLE IV
COVERAGE IN (km?) OF THE SAL NETWORKS USING LONGLEY-RICE
SAL type SNR (dB)
>7 >10 > 125
Low-power 8.9 8.7 6.6
Medium-power  80.9  66.6 50
TABLE V
COVERAGE OF THE SAL NETWORKS USING THE FREE-SPACE MODEL
SAL type SNR (dB)
>17 >10 > 12,5
Low-power 12.8 8.9 6.6
Medium-power 1669 1164 83.5

Table IV and V show that using the Longley-Rice ITM
produced smaller coverage than the FSL model. This is
because the ITM takes the DTM into account and shows that
the terrain around the transmitter attenuates the signal. The
FSL model only represents the distance the signal will travel
before attenuating below the minimum detectable signal or
noise floor. It can also be seen that the medium-power system
loses much more coverage due to terrain but still has a much
larger terrain coverage than the low-power system because the
medium-power system has a larger transmission power.

VII. SUMMARY AND CONCLUSION

Comparing the SNR values between the low- and medium-
power license schemes shows that the medium-power license
allows for a better signal reception than the low-power license
at larger distances. The medium power license covers much
greater distances than the low-power license. However, its use
is limited to rural areas, and a medium-power license only
covers a single fixed base station outdoors. The low-power
license may have a much smaller coverage area but has a
larger degree of freedom with more flexible capabilities. When
considering the smaller area covered with high SNR levels
by the low-power license, it has more utility indoors and for
smaller campuses.

SAL would be the easiest approach in South Africa since
regulations in ITU region 1 have already been rolled out. It
is compatable with current chipsets and can realistically be
used for spectrum sharing.

For future work, the simulation can be improved to include
other sources of interference for terminals, using signal to
interference and noise ratio (SINR) instead of SNR, and
an indoor propagation scheme can be used to predict net-
work behaviour of low-power SAL indoors. Dimensioning of
the secondary network within the allocated shared spectrum
remains an open challenge. Further studies are required to
make a comparison between LSA, TVWS and CBRS. The
unlicensed user tier in CBRS can be compared to the licensed
tier of other spectrum sharing schemes.
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Abstract—The extraordinary increase in size of wireless data
traffic has championed the exploration of appropriate era in the
radio spectrum chart to fulfil users ever-increasing demands
and permit the utilisation of huge capacity and gargantuan
connectivity. Hence, judging by this current radio allocation
bandwidth, it is practically impossible to achieve such huge radio
spectrum less than 0.09 Terahertz (THz). The THz frequency
band has gained tremendous and observable attention among
the research communities in recent times as a perfect candidate
for cases entailing high-speed communication in sixth generation
(6G) network. Hence, in this study, it is aimed at surveying
cutting-edge studies to examine essential and critical ideas
related to the THz system organisation. Therefore, this survey
will be a good platform towards investigating novel areas for the
future of wireless communications system.

Index Terms—6G, Terahertz, frequency, wireless communica-
tion

I. INTRODUCTION

The future networks characterised by trivial latency, ultra-
high bandwidth and seamless communication are envisaged
as potentials that will transform the process by which the
global communities generate, allocate, and utilize data in
form of information in the near future. More importantly, by
year 2030 upwards, it is projected that the future networks
will witness applications and services such as holographic
calls, autonomous driving, bio-inspired internet-of things, and
unmanned mobility devices. Different from present-day case
in which bandwidth in the range of Megahertz (MHz) is
inadequately enough to operate the aforementioned services
and applications, the next generation network termed 6G will
need bandwidth in the range of Terahertz (THz) to operate
optimally [1]-[5].

Currently, the regularisation of the fifth generation (5G)
technology has been concluded and placement has started in
a number of cities around the world. The current deployed
5G technology will be unable to meet the ultra-low latency
and data rates among other demands of these services and
applications. These issues are taken into consideration as a
major driver in the direction of design and development of
telecommunication networks to a new phase of future radio
networks termed 6G [1]-[3].

The move to improve human life through the expansion and
development of various high-technologies is gaining a swift
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stride in different areas and at several levels. Regarding the
micro integrated circuit area, the move centres on advancing
several micro-transistors on the substrate (wafer) area, that is
by trial and error forecast by the famous Moores Law [1].
In the field of telecommunication engineering, the desire is
gradually tending towards increasing the data rates to meet
various ever-growing service demands, which is predicted by
the notable Edholms law of bandwidth [2]. Digital wireless
traffic has been gaining tremendous and exceptional growth
during the last few years. Although mobile data traffic is
expected to increase seven times in a period of 2016 and
2021.

Notwithstanding, the video traffic is witnessing a three-
time rise at about the same time [3]. The THz is a promising
technology that will be operating frequency in 6G. It lies
between the microwave/millimetre waves (mm Waves) and
Infrared region from (1-10) THz with wavelength range
(3mm-30m), respectively. This THz is going to last or sustain
for a very long distance due to high frequency capability and
wide bandwidth. This is an operating frequency gap between
the electronics and photonics Indeed, the traffic of both the
mobile and wireless devices is forecast to constitute about
70-71% of the overall traffic experienced by the year 2022
[41-[6].

Moreover, by the year 2030, it is anticipated that the
wireless data rates will be sufficiently enough to keep up
with the wired broadband counterpart favourably. Such fun-
damental important increase of wireless utilisation has made
community of researchers and scientists to study suitable
areas in the radio frequency spectrum to meet the ever-
increasing and demands of mobile users in the world [5], [6].
Hence, the THz has started gaining huge attention among the
research communities globally. Some of the characteristics
of the THz are limitless bandwidth, stable data transfer,
split seconds latency, superfast and ultra-high-speed download
among others making it an ideal candidate as the operating
frequency in 6G era. These features are extraordinary and
ensure transformation and changes the pattern via which
human being and devices access information and disseminate
it as well.

The underlying goal of 6G communications system is
basically to enhance the performance of users data rates
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and reduction of latency. Additionally, the 6G network will
employ a new approach allowing new communication phe-
nomenon to emerge with connectivity happening ubiquitously.
Nevertheless, from all the technological applications and
services concerning the future network (6G), the artificial
intelligence (AI) and THz are shown to be new technologies
in the area of radio networks. Besides, the 6G communication
network will provide services and applications that are outside
mobile internet including the support of Al from the backbone
(core) network involving the devices and data centres via
transmission backhauls. It is therefore anticipated that Al will
be play a pivotal role in the planning, design, and optimisation
of 6G network [6]-[11].

The question now arises that why employing THz in 6G
technology? The answer to this is that THz is a good and
perfect candidate which offers a significant growth of wireless
usage. The THz band (0.1-10 THz) starts to gain noticeable
attention from the researchers within the world community
and our society due to the services it can support such as
seamless data transfer, unlimited bandwidth, micro second
latency, and ultra-fast download which are the characteristics
of services the 6G tends to support and achieve based on
users requirements and demands when fully deployed and
implemented [S]-[7].

Furthermore, it also assures comprehensive throughput
thereby leading to capacities in the order of Terabits per
second (Tbps). Thus, compact wireless technologies above
10THz are unable to support Tbps links. An Infrared (IR) free-
space optics (FSO) communication system is able to support
10Gbps wireless links in case of line-of-sight (LOS) propa-
gation for wireless local area networks (WLANSs). However,
wireless technologies below 0.1THz are unable to support
Tbps links.

In Long Term Evolution-Advanced (LTE-A) networks,
peak data rates are in the order of 1Gbps when using a
4x4 Multiple Input Multiple Output (MIMO) scheme over
100MHz aggregated bandwidth. A 60GHz millimetre wave
(mm-wave) communication system can support data rates in
the order of 10Gbps within one metre. The usable bandwidth
is limited to less than 7GHz, which effectively imposes an
upper bound constraint on the data rates [6], [7].

II. ARCHITECTURE OF THzZ IN 6G

There are three fundamental architectural designs for THz
in 6G namely: THz Astronomy, THz Satellite Communication
and Reconfigured Intelligence Surface (RIS) supported THz
inter-Satellite link, which have been captured and shown in
Figs. 1, 2, and 3, respectively.

III. POSSIBILITIES AND CHALLENGES OF THZz: 6G THz
WIRELESS COMMUNICATION SYSTEMS

There are several advantages of THz applications which
have been stated in previous section of this review. Despite
these merits of THz in relation to 6G technology, below are
some of the possibilities in terms of its area of applications
and possible problems that may arise.
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A. Channel modelling

This involves the design and modelling such as multipath
channel, 3D channel, ultra-massive MIMO channel, and time-
varying channel to mention a few as regards to THz.
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Fig. 1. Terahertz communication in 6G era for astronomy [12]
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Fig. 3. Reconfigurable intelligent surface (RIS) terahertz communication in
6G era [14]

B. Physical Communication

This requires modulation scheme, synchronization, re-
source allocation, ultra-massive MIMO Beamforming, and
Coding to be designed, formulated and afterwards imple-
mented for the THz as the existing schemes may not work
perfectly in 6G era. Furthermore, transmission distance is
limited due to atmospheric attenuation as THz waves undergo
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great absorption by water vapour and oxygen molecules in the
atmosphere. Catering for this loss, there will be reduction of
material absorption used in the design of the measurement
equipment [15].

C. Wireless Networking

This includes Interface, medium access, alignment and
tracking, congestion control, routing and cross-layer frame
work to be designed and implemented.

D. Interdisciplinary Application cases

Such applications for THz are in sensing and imaging, joint
radar and communications, THz localization, THz space com-
munication, internet-of nano-things, internet-of-micro things,
and internet-of macro things.

E. Device and Testbed Applications

Detection (Detector), power amplification, signal genera-
tor, antenna and array, machine learning, and physical and
experimental testbed.

F. Challenges of THz

e Very high path loss at THz band frequencies, which
poses major drawback on the communication distance.

o Development of effective and efficient ultra-broadband
antennas at THz band frequencies.

o Implementation of compact high-power THz band
transceivers.

o Characterization of the frequency-selective path loss.

o Development of new modulation, transmission schemes,
communication protocols.

o The THz band is unregulated yet.

o THz channel modelling.

IV. APPLICATION OF THZ AT MACRO-SCALE REGION

In this section, some of the exciting applications that THz
will offer if fully employed in 6G will be briefly discussed.

o THz Band communication system can be in next genera-
tion small cells (i.e., femto, pico and so on) such as part
of cellular networks or heterogeneous network.

o Directional THz band link can be employed to offer an
ultra-high speed wireless backhaul to small cells.

o Implementation of compact high-power THz band
transceivers.

« It enables seamless interconnection between ultra-high
speed wired networks, fibre optical links and wireless
devices i.e., computers, phones (tablet-like) and so forth.

o Terabit wireless personal area network which transfers
the equivalent content of a slice-ray device to a tablet-
type device might take less than one second with a 1Tbps
link, improving the data rates of the existing technologies
as Wi-Fi and so on [16].

o Secure Terabit Wireless Communication-Very narrow,
beams which significantly limit the probabilities of
eavesdropping by unwanted users.
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o Radio Astronomy and Planetary Science-Has the great
potential and capability to demonstrate about the plane-
tary atmosphere, surface and sub-surface water, and iced
contents from the space platform.

o Support fourth industrial revolution (4IR) system.

V. APPLICATION OF THZ AT NANO-SCALE REGION

In this section, some of the interesting applications that
THz will offer if fully employed in 6G will be briefly
discussed.

o Health monitory system using nano-sensor network.

e Internet of nano-things-nano transceiver and nano-
antennas inserted or rooted in every object to allow them
to be perpetually connected to the cyberspace (internet).

o Ultra-High-speed on-chip communication provides ef-
ficient and scalable features and means of inter-
communication in wireless on-chip networks and planar
nano-antennas.

Extended reality
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/ Industry 4.0 and
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Non-terrestrial networks (NTNs)

¥

v v

Airborne

Fig. 4. Use cases for enable terahertz communication in 6G era.

VI. USE CASE FOR THZ COMMUNICATION IN 6G ERA

Some of the use cases and application that will be
fully supported by THz are summarily depicted in Fig. 4.
The service and applications that will be primarily sup-
ported by THz in 6G era use case are non-terrestrial net-
works (NTNs), which can be further divided into scapeborne
(medium earth orbit (MEO), low earth orbit (LEO), and
geostationary earth orbit (GEO)) and airborne such as high
altitude platform (HAPs), unmanned aerial vehicle (UAV),
low altitude platforms (LAPs) and medium altitude platform
(MAPs), connected robotics, automatic and autonomous sys-
tems (CRAAS), extended reality (XR), holographic teleporta-
tion, industry 4.0, and digital twin technology [17].

In [17], the following interesting areas were covered and
reiterated partially or in detail as related primarily to ap-
plications of THz in 6G domain: nanocommunications and
networking; channel measurement and modelling using THz
as an operating frequency; design of modulation scheme,
channel estimation, detection and equalisation; hybrid-based
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beamforming and aerial communication system; device mod- o THz-ultra-massive MIMO.

elling and circuits for THz transceivers; and networking o Implementation of compact high-power THz band
aspects and protocols. Hence, wireless communications and transceivers.

communications networks in the THz domain are nevertheless o THz virtual reality (VR), augmented reality (AR), ex-
a developing and in its infancy field and kind of problems still tended reality (XR) perception through cellular network.
exist that need to be addressed in the near future. o THz communication for mobile heterogeneous networks

(HetNets).
VII. FUTURE STUDY DIRECTIONS IN THZ o THz 3D beamforming techniques.
e THz communication for urban environment.
As THz communication is gaining increasing research « THz automotive applications.

interest, several research areas still need to be adequately « THz security measures.
addressed. In this section, we highlight below these interesting « Hybrid THz-optical wireless communication links.
topics for researchers to investigate [18]-{20]. o THz for enhanced data centre performance.

o THz-imaging. o Losses and validity of transmission distance
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TABLE I
SUMMARY OF KEY IDEAS OF THZ IN 6G ERA

Variables Reliance in Frequency

Effect on 6G THz in
Communication System

THz versus others

Shinning impacts Improves with frequency

Resistant in THz space-based com-
munication systems

No lucid impact at others, such
as millimetre waves, microwaves.
THz is less affected than Free
Space Optics (FSO)

Meteorological conditions
impacts

Frequency-reliant flying/area with
scattering particles

THz open-air communication is
characterized by high limitation
with huge rain attenuation

Better than others, poorer than FSO

Frequency-reliant crest

occur

Atmospheric loss pathloss

Frequency-reliant
windows with different bandwidth

No obvious impact at microwave
level, both oxygen and water
molecules are form at THz region

spectral

Insignificant diffraction, penetra-
tion losses and shadowing effects,
vary with frequency arithmetically,
LOS probability is frequency-
dependent

Line-of-sight (LOS) prob-
ability, shadowing effect
and diffraction

High rate of sparsity, limited or
restricted multiple path effect and
dense spacial re-utilisation

Better than microwave but poor and
weaker than FSO

VIII. CONCLUSION

To meet the needs for higher data rates by users with
help services of different pattern, new and effective wireless
communication technologies for a range of communication
connections need to be formulated and designed. While 5G
network systems that are being implemented in several parts
across the world employing the concept of millimetre wave
frequency band, the society of academics and scientists is
examining the significance of THz frequency as a perfect
candidate to provide solution to support above 5G network
technology and allow applications that are unable to be
implemented via the 5G technology owing to unanticipated
challenges. In this survey paper, an all-inclusive review has
been advanced regarding the THz wireless communication
system in an effort to review the channel models, devices
and as well as advantages in terms of its applications related
to the advancement of THz architectural designs. With the
arrival of THZ communication services, communities will
have to be expectant of limitless wireless link with abilities
to expand the present technological network system (5G).
The likes of applications and services such as autonomous
systems, holographic calls, high-definition streaming, virtual,
augmented and extended reality alongside smart cities will
be made possible via the use of THz frequency band in 6G
era. This is the reason the traditional cellular communication
system has failed appropriately and satisfactorily to charac-
terise these novel services and applications. Hence, state-of-
the-art techniques in the context of optimisation and network
planning by the scientists and engineers will be in demand.
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Abstract—The integration of terrestrial with non-terrestrial
networks (NTNs) promises a truly ubiquitous and seamlessly
connected network. However, this integration will comprise
different radio access networks (RANs) with diverse constraints
and capabilities to meet the user’s contrasting requirements.
Therefore, optimally mapping the user’s needs to the appropriate
RAN presents a challenge in the radio resource management of
the Integrated terrestrial and non-terrestrial network (ITNTN).
In this paper, a slice-aware user association and resource
allocation problem for the ITNTN is formulated. A heuristic
algorithm that maximizes the spectrum efficiency of the network
is proposed; it associates and allocates resources to users based
on their quality of service (QoS) requirements and prioritizes the
use of NTNs for highly mobile users. To analyze the performance
of the proposed algorithm, we first compare three access node
(AN) selection criteria; maximum signal-to-interference-plus-
noise-ratio (SINR), least load, and random association. Results
show that association based on SINR yields the highest spectrum
efficiency (SE) and a relatively high user acceptance ratio (AR).
Then, the proposed slice-aware user association and resource
allocation algorithm is compared to the slice-unaware scheme.
Simulation results reveal that the proposed algorithm achieves
higher overall network SE and user AR.

Index Terms—RAN user association, resource allocation, ter-
restrial networks, non-terrestrial networks, spectrum efficiency

I. INTRODUCTION

The integration of terrestrial networks (TNs) with non-
terrestrial networks (NTNs) has been proposed as one of
the key enabling features that will facilitate ubiquitous and
seamless broadband connectivity in the sixth generation of
wireless networks (6G) [1]. The considered NTNs in this in-
tegration are the satellite communications (SatComs) and the
unmanned aerial vehicles (UAVs), which can be categorized
into the high altitude platforms (HAPs) and the low altitude
platforms (LAPs) [2] Different use-cases of the integrated
terrestrial and non-terrestrial network (ITNTN) have been
defined, including the communication and resilience use-case,
in which the NTNs are deployed to assist the TNs during
periods of traffic overload [2].

Similar to [3], [4], this paper considers the communication
and resilience use-case. In such a usage scenario, there exists
a large number of users that cannot be supported by the
TN access nodes (ANs), necessitating direct radio access to
all available radio access networks (RANSs), including the
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NTNs. The problem that arises then is how to map the dif-
ferent user requirements to the appropriate RAN. According
to [1], the envisaged use-cases in 6G will include further
enhanced mobile broadband (feMBB), enhanced ultra-reliable
and low-latency communications (euRLLC), ultra-massive
machine-type communications (umMTC), long-distance and
high-mobility communication (LDHMC), and extremely low-
power communications (ELPC). Associating such users with
different QoS requirements to the appropriate RAN in the
ITNTN is rigorous and complex, given that the RANs have
different characteristics and constraints. For instance, the TN
has higher throughput and lower latency when compared
to the NTNs. Still, it has limited resources to support an
increased number of users in situations of traffic overload
[5]. Moreover, TN’s coverage per base station (BS) limitation
results in an increased number of handoffs for the LDHMC
service group. Therefore, using the NTNs that have wider cov-
erage for such applications will limit the number of handoffs,
consequently reducing the handoff signaling overhead, delays,
and probability of handoff failure, thus increasing the QoS for
such applications [6]. On the contrary, Satcoms’ long propa-
gation delay makes it unsuitable for delay intolerant users in
the euRLLC service group. Similarly, the UAV networks have
a limited number of channels; thus, it is essential to prioritize
their use for traffic whose QoS requirements may not be met
satisfactorily by the other RANs [5].

Recent proposals in the literature on resource management
in the ITNTN do not address the RANSs’ different capabilities
and limitations in meeting the diverse user QoS requirements.
Moreover, many do not account for the differences in users’
QoS needs and do not consider integrating all four RANS, i.e.,
TN, LAP, HAP, and SatComs. Consequently, this work ad-
dresses the need for a user association and resource allocation
algorithm that considers the strengths and limitations of the
different RANs and optimally maps user requirements to the
appropriate RAN. The differences in user QoS requirements
are considered by introducing slice awareness in the user
association decision. Three use-cases: feMBB, euRLLC, and
LDHMC, are considered in this work. In addition, service
provisioning to the euRLLC service group is prioritized, and
its access to the Satcoms is limited. Also, the work prioritizes
the use of NTN RAN over the TN for long-distance and highly
mobile applications.

To determine the best AN a user should associate with,
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we compare three AN selection criteria. One is based on
connecting a user to an appropriate AN with the highest
SINR. The other to an AN with the least load, while the third
associates a user randomly to any available but appropriate
AN. According to the simulation results, association using
SINR matching achieves the highest spectrum efficiency (SE)
at a comparatively high user acceptance ratio (AR). The
performance of our proposed slice-aware algorithm is then
compared with the slice-unaware algorithm that does not
consider the; (i) heterogeneity in user traffic types and (ii)
uniqueness in the capabilities and limitations of the RANS.
Simulation results show that the slice-aware algorithm out-
performs the slice-unaware scheme in overall network SE
and AR. The key contributions of this work are therefore
summarized as:

« Formulation of a novel slice-aware user association and
resource allocation problem that maximizes the spectrum
efficiency of the integrated terrestrial-aerial-space net-
work subjected to limited resource budget, power budget,
and minimum user QoS requirements constraints.

« Prioritization of the mission-critical slice and the use
of NTNs over TNs for long-distance and highly mobile
users.

« Presentation of numerical results that compare different
AN selection criteria and the slice-aware algorithm to
the slice-unaware algorithm. The results show that our
proposed algorithm yields better overall network SE and
user AR.

II. RELATED WORK

In recent times, several works have addressed user asso-
ciation and resource allocation in the ITNTN. In [7], the
authors propose a resource allocation problem that maximizes
the overall sum rate of the integrated terrestrial and UAV
RANSs together with the macro BSs and satellite backhaul
links. The authors supplement this work in [3] by consid-
ering the limited life endurance of UAVs and the energy
consumption costs of the ANs. In [8], the authors propose
a load balancing algorithm for a TN and satellite network.
Traffic from an overloaded terrestrial cell is offloaded first
to neighboring terrestrial cells and then to the satellite cell.
Only delay-tolerant traffic is offloaded to the satellite network.
The authors in [9] propose an algorithm that optimizes the
throughput of users and location of HAPs in an integrated
satellite, airborne and terrestrial network. The authors in [10]
propose an algorithm that maximizes the energy efficiency
of an integrated satellite/terrestrial cache-enabled RAN. In
[4], the authors propose an optimization problem that maxi-
mizes the network capacity while ensuring QoS in terms of
minimized interference between a large number of users in
an integrated terrestrial and satellite network. The authors
in [11] maximized the minimum ergodic achievable rate of
a user-UAV link subjected to constraints on UAV’s transmit
power, tolerable interference, UAV velocity, and acceleration,
UAV height, terrestrial and satellite backhaul capacity, and
maximum allowable energy consumption of the UAV.
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Fig. 1. System Model.

All the works in [3], [4], [7]-[11] did not consider the idea
of 6G, which is to have all four RANSs, that is, space (satellite),
aerial (LAPs and HAPs), and the TN ANs concurrently
provide radio access to users. Moreover, they do not use the
concept of slicing to differentiate different use-cases and thus
effectively and flexibly associate users to appropriate RANs
depending on their QoS requirements. [8] did not consider
power constraint, which is critical especially to NTNs such
as LAPs and HAPs, which are limited by power.

III. SYSTEM MODEL AND ASSUMPTIONS
A. General Model

The downlink transmission of an ITNTN that supports a
set of users Z = {1,2,3,...,|Z|} is considered. The ITNTN
comprises four tiers namely LAP, HAP, SatComs, and a
Macro tier as depicted in Fig. 1. A LAP access node (AN)
belonging to the LAP tier is indexed as u € U. Similarly,
a HAP AN in the HAP tier is denoted as h € H and a
satellite AN in the SatComs network is represented as s € S.
Likewise, a macro base station (MBS) in the TN is indexed
as b € B. The system is considered to support three slice use-
cases, namely; feMBB, euRLLC, and LDHMC, denoted by &,
R, and D respectively. The sets of users demanding the slice
cases £, R, and D are denoted by Z_, 7, , and 7, respectively,
such that, i, € Z,, i, €1, 1, €1, T =1, U L, U I,
and Z, N Z, N I, = (. Without loss of generality, this
work assumes that the users in Z, and Z,, are static while
those in Z,, are mobile. It is further assume that each user
i € T can access any of the available tiers j € {B,U,H,S}
within its coverage. An AN of the ;' tier 0o; € O where
O={B U U U H U S} is considered to own a set C;
of basic bandwidth units (BBUs), with each BBU ¢; € C;
having a bandwidth denoted by 7.,. The total bandwidth of
the ITNTN is denoted by .

The system model used for the LEO SatComs tier is similar
to that used in [10]. Since the LEO satellite provides access
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over a given area for only a certain limited period, it is
assumed that each non-overlapping terrestrial area is served by
one satellite at a time, as illustrated in Figure 1. Consequently,
a user can access one satellite at any given time. Each satellite
follows a predictable pattern in which it periodically views
one area after another, well-controlled by the Network Control
Center [10]. The handover process between satellites is out
of the scope of this work and hence shall not be considered.

B. Channel model

The coordinate of a user i is denoted by t, = {[z,,y,]T
R?|i € Z}, while the ground projection of an NTN AN
o, € {UH,S} is denoted as ¢, = {[z, v, ]T € R?}.
The height of an NTN AN o, € {L{ H,S}i is denoted as z,,-
Consequently, the distance dow of user 7 to the NTN AN 0
is given as ’

d, . = JIt. —t

03é o3 +22 Vie{U,H, S}, viel, (1)
where ||.||2 is the 2-norm operator. It should be noted that

for the MBS tier, Z,, = 0 in (1).
Path loss modelling is classified into three categories: (i)
TN, (ii) UAV, i.e., HAPs and LAPs and, (iii) SatComs.

1) Terrestrial Network Path loss model: The Path loss of
a user ¢ located at a distance d,_, meters from an urban MBS

0, € B and communicating via the BBU ¢; € C;|j € B is
glven by [12]

d,
=40(1 — 4 x 107", ) log, o

PLoj,i,(;j 1000) 18logy g h
—|—2110g10f0,,c,+80+70,, VjeB, Viel. (2)
The term f _ is the carrier frequency in MHz, A, is the

MBS height i in meters while T, is the path loss due to shadow
fading assumed to be a zero- mean random variable.
2) UAV Path loss model: The path loss model used for

signal propagation from a UAV AN to a user is defined in
[13]. A user ¢ located at a distance d , from a UAV AN

0j € {U UH} experiences path loss glven by

PLLOSF = 20log;, do & +20log,q fo e
J
—27. 55 + Nros, Line of sight (LoS) scenario

PLoJ-,z,cJ- =
PLY"? =20logyod, , +20logy, f,, .,
—27.55 + NNLos, non LoS (NLoS) scenario ,
3)
where foj&, is carrier frequency in MHz, do,i is distance in

meters deterjmined using (1), Nros Of NN Los 1s the additional
loss due to shadowing, scattering and reflections caused by
buildings, foliage etc., which is dependent on whether the
propagation is LoS or NLoS [13].

3) SatCom path loss model: The path loss of a user ¢ a
distance d , from an AN o; € {S}, assuming clear sky
conditions is glven by [2]

PLojic; = 20logyod, ; +20logy f, ., —27.55+7
+CL+PL"+PL°+PLY, Vo, €S. 4

The range d,, ; is in meters and can be determined using
(1). The term 7 in (4) accounts for shadow fading while
CL depicts clutter loss caused by surrounding buildings
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and objects on the ground. Both terms are dependent on
whether the propagation is LoS or NLoS. The terms PLF,
PL?, and PLY denote attenuation due to atmospheric gases,
ionospheric or tropospheric scintillation and building entry
loss respectively.

4) Channel gain: Having derived the large scale fading
effects of path loss and shadowing in the preceding sections
III-B1 to III-B3, the linear channel gain between the AN o; €
O where j € {B,U,H,S} and user i, communicating via a
bbu ¢; is given by [12]

=10"" 10 . (5)

1_‘ojv,i,c]-

The signal-to-interference-plus-noise (SINR) ratio experi-
enced by the user ¢ is then given by

0j,ig.c; Foj,iq,cj
o2+ Z Plj,iq,cj sz,iq,cj
1,€0
lj#o;
Vig €{Z, UZL,}, Vj € {B,U,H,S} static user
Yo,;,igrc; —
PR AN ) 2
POj,’Lq.CJ Fl’jyiq-ﬁ]‘ ‘6,,].’71(1‘6]. |
2
o2+ Z 1jig.c; Fl]-,iq,(;j |ﬂlj,iq,(_'j|
;€0
L ;éo
Vig € I , Vj € {B,U,H,S} mobile user ,
(6)
where and B denote the small-scale fast

fading componejnt that accounts for mobility of a user and is
assumed to be independent and identically distributed (i.i.d) as
CN(0,1) [14]. P, ..., is the transmit power from an AN/BS
0; 10 a user g4 usmg bu ¢j. The transmit power P, _ is
assumed to be fixed and uniformly allocated to each bbu’ cj.
On the other hand, P, e is the interfering transmit power
from another AN /; in the ]th RAN reaching the same user i,
on the same bbu c;. For simplicity, only co-tier interference
is considered, as described by eq. (6).

The data rate achieved by the user 7« € Z on the bbu c¢; is
given by the Shannon capacity as

LOj,i,Cj - 7‘0]' IOgZ(l + ’YOj,i,Cj) ; (7)

where 7., is the bandwidth for bbu ¢; € C;.

IV. PROBLEM FORMULATION

The slice-aware resource allocation and user association
problem is formulated as an SE maximization problem. Math-
ematically, SE is the ratio of the entire network’s sum rate to
total bandwidth [15], as shown in (8).

Q= % Z Z Z Z Tj,i Hoji Wojise; Lojie; (8)

JE{B,HU,S} 0;EO €T c;€C;

where 7;; and p,,; are association factors and wo, ;;
is a resource allocation factor. ;; specifies the RAN j €
{B,U, H,S} auser i € 7 is associated to, Mo, i indicates the
specific AN o; € O onto which this user is attached while
Wo, i,c; indicates whether a bbu ¢; € C; is allocated to the
user 1.

The objective is to maximize the overall network SE,
constrained to limited resource budget, power budget and QoS
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requirements. Consequently, the optimization problem can be
formulated as:

max Q ()]
Tjyi Moj,is Wojic;

s.t.
Cl: g4 = {0, 1}, Hoj,i = {O, 1}, Woj,i,c; = {0, 1},
Vje{BHUS} Yo,€0O, Ve;€Cj, VieI (9a)

c2: Z Tl iWo, ic; =1 Vir€Ir (9b)

JE{B,H,U}
C3: o Zﬂj,i“o]-,iwoj,i,cj

je{u,H,S}
nj:l’ Z Z iji'u(’j,iwo]',i,c]‘ 7—(3]' S (poj
i€ cj€C;
+ B0, D Wby ey, SL ViD€Ip (%)
je{B}
C4:1/Joj:{071},5oj:{071} VOjE{BUUUHUS}
9d)

C5woj+5(7j:1 VOJE{BUZ/[UH} (9e)
C6: Z Tjibo, %Yo ic; 1, Vip €1lp (99)

JE{B,H,U,S} ’ o
cr: 7Tj"i'uo.i‘iwyo_jviﬂcj [Lojﬂi’cj - L’gh'res} =0 s

VieZ, Vve{E,R,D} 99)
C8: Pojic; 20, Vej€C (9h)

thres

c9: Z Z Miiito;.i%ojic; Pojiic; S Foj' ™, Vo5 € O

i€ cj€C;

i)

CLO:Y D ity i Woie, Tey < Poyy Vo, €0 (90)

i€Z cj ECj

In the optimization problem depicted in (9), Constraint C1
indicates that the decision variables 7;;, 1o, and Wo, ico,
are either zero or one. When 7, ; is zero, then the user 4 is not
associated to the j th network, and one implies otherwise. On
the other hand, if Hoj i is zero, then the user isn’t associated
with the AN o;, while one means association. In the same
manner, Wo, i.c, = 1 implies the BBU is allocated to user @
while Wo isco, = 0 implies otherwise. Since slice R serves
mission-critical applications for which denial of service has
adverse consequences, constraints C2 indicates that users in
this slice must be attached to the network, with each user
associated to only one of either the MBS, LAP, or HAP AN
at a time. In constraint C3, the use of the NTN ANs over
the TN MBS, for slice D users is prioritized by introducing
priority factors v, and d,,. The priority factor 1,, = 1 only
when there exists sufficient resource budget in the NTN ANs
to meet the slice D user QoS requirements. When woj =1,
then using constraint C5, the priority factor §,, = 0, hence
the user will only be associated with an NTN AN. On the
other hand, when the NTN resource budget is depleted, then
tho; # 1, hence from constraint C4, v),, = 0, making J,, =
1, consequently associating a slice D user with the MBS.
Constraint C6 indicates that users attached to the feMBB slice
can be associated with only one of the available RANs at a
time. A user is guaranteed a minimum QoS in terms of data
rate through constraint C7. L}, .. is the minimum expected
data rate of the slice in which ¢ belongs. Constraints C8 and
C9 ensure that the total transmit power allocated to all users
associated to an AN o; € O where j € {B,U,H,S} must
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not exceed the AN’s power budget P(’j;”es while C10 ensures
that the resource budget of an AN o; € O is not exceeded.

V. USER ASSOCIATION AND RESOURCE ALLOCATION
ALGORITHM

To solve the user association and resource allocation prob-
lem, a heuristic slice-aware algorithm is developed. Three
factors are considered in the association process: 1) the
mission-critical slice R is prioritized, 2) Users are prioritized
depending on the number of ANs within their coverage,
and 3) NTNs are prioritized over TNs for slice D users.
The association of users to an appropriate AN is evaluated
based on three criteria; maximum SINR matching, least load,
and random access. The maximum SINR criterion associates
a user to an appropriate AN with the highest SINR, the
least load to an AN with the lowest load, while the random
access randomly associates a user to any appropriate AN.
Resource allocation is done concurrently with user association
by ensuring that users are attached to ANs whose available
number of BBUs, A/ (?]b“ is greater than the minimum number

of BBUs N?*" required by user i, given by

N = Linres et ® DY ViET,

['oj )1,

Yo; € O,Vj € {B,U,H,S} . (10)

The pseudo-code of the proposed heuristic algorithm given
in Algorithm 1 is based on the snapshot model [16] and uses
maximum SINR matching as the association criterion. Lines
3-8 of Algorithm 1 determine user ¢’s path loss, channel gain,
SINR, and data rate, and after that, store all ANs in whose
coverage ¢ lies in a set C’ovf)j. Line 9 sorts users in each slice
to prioritize them according to the number of ANs within their
coverage. Users in slice R are serviced in lines 11-31. Lines
32-49 associate and allocate resources to users in the D slice
while ensuring that access to HAPs or UAVs or SatComs is
prioritized over the MBSs. Users of slice £ are provisioned
through lines 50-52. Line 54 returns a list Assocf)j containing
the AN o; serving user 4, and the number of BBUs J\ff’bu
allocated to the user.

VI. RESULTS AND PERFORMANCE EVALUATION

To evaluate the performance of the proposed algorithm, we
consider a square of 10 km x 10 km of an urban environment
covered by the LEO satellite. Within this region are 14 MBSs,
3 UAVs and 1 HAP, with each tier having radius of 1 km,
2 km and 4 km respectively. Users and ANs are uniformly
and randomly distributed. It is assumed that the propagation
for the NTNs is LoS. Other parameters used in the simulation
are given in Table I [2], [9], [12], [13].

Figure 2 depicts spectrum efficiency (SE) and the user
acceptance ratio (AR) versus the number of users. The user
AR is defined as the ratio of users accepted into the network
to the total number of users. First, user association based
on three criteria; maximum SINR, least load, and random
access, is analyzed. Figure 2(a) shows that the maximum
SINR association criterion achieves the highest SE since such
an association technique is based on maximum SINR. On the
other hand, an association based on least load gives the least
SE since it puts users on ANs with the least load regardless
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Algorithm 1 Slice-Aware user association and resource allo-
cation algorithm

. thres bbu v
Input' foj’ Po_j ’ NOJ‘ > Zns Liipress 773_7’ .
Output: User association and resource allocation set, Assoc;,

1: procedure USER _ASSOCIATION AND RESOURCE ALLOCATION
2: Initialise: Assoc, =0

3 for Each useri]E {Zr,ZE,Ip} do
4 for Each AN o; € O do
5 Calculate PL .  ,To.icv v, . . ,and L .
0 vic; 5o Yojie; 0j.irc;
6: Add o; to Covéj if 4 is within 0;’s coverage
7 end for
8 end for )
9: sort {Zr,Zg,Zp} according \Covgj |
10: for Each user i € {Zr UZp UZg} do
11: if user i € IR then
12: if Covj;j == () then
13: Wj,muo]wwo]',i,c]' =0Vj e {B,UH,S}
14: else )
15: sort Covf)j according 7, ., .
16: T W _:OJ !
giito;,i%o ise;
17: for o; € Covf;j do
18: if o; € S then
19: pass
20: else
21: if Né’;’” < NP then
22: pass
23: else
24: Tibos i%. i0; = 1
25: Deduct N'°*% from Nf;]bu
26: Append [i, 05, N?"*] to Assocf)j
27: break
28: end if
29: end if
30: end for
31: end if
32: else if user i € Zp
33: steps 12-16 )
34: Extract lists of {{// UH U S} and {B} from Cov;j
35: if [{#{ UH US}| > 0 then
36: for o; € {L{ UH U S} do
37: steps 21-28
38: end for
39: if Tyibos i%o ie; = 0 and |B| > 0 then
40: for o; € B do
41: steps 21-28
42: end for
43: end if
44: else
45: if |B| > 0 then
46: steps 40-42
47: end if
48: end if
49: end if
50: if i € Zg then
51: steps 12-17, 21-28,29-31
52: end if
53: end for )
54: Return Assocgj

55: end procedure

of the transmission power and path loss. From Figure 2(b),
it is observed that all three schemes have almost similar user
AR, with the least load criterion having a slightly higher AR
as the number of users increases.

Next, the proposed slice-aware algorithm is compared with
the slice-unaware algorithm. Both algorithms associate users
based on maximum SINR since it outperforms the least load
and random user association criteria in SE yet still has a
high AR. Like the slice-aware approach, the slice-unaware
prioritizes users according to the number of ANs within their
coverage but does not consider the heterogeneity in user QoS
requirements and RAN capabilities in meeting these needs.
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TABLE 1
SIMULATION PARAMETERS AND VALUES
Parameter Value
fops forrs fors fog 4, 2, 3, 5] GHz
cor ey ey s leg [0.18, 0.18, 1, 2] MHz]
Number of BBUs for | [50, 50, 100, 200]

[oB,ou,0mH,05]

[Pfhres, pihres pihres plhires] [40, 25, 100, 250] Watts

Z, Y5 NMLoS, NINLoS [10.39, 0.05, 1, 20]

Shadow fading [B, S] [8, 4] dB

[CL, PLF, PLY] [0, 0, 23 dB]

NTN AP height (217, 251, 25] [2,17,600] km

Slice user ratio [[Z¢] : [Zr] : |Zp]] [0.6:0.3:0.1]

Ly ..vEE,R,D] [1000,500,1000] kbps
Noise spectral density -174 dBm

In Figure 2(c), the slice-aware scheme admits over 90%
of mission-critical users, the other 10% being users outside
the coverage of capable radio ANs. On the other hand, the
acceptance ratio of mission-critical users is lower in the slice-
unaware algorithm and keeps reducing as the number of users
increases. This difference in performance arises from the fact
that the slice-aware algorithm prioritizes mission-critical users
and associates them only to tiers that meet their needs. In
comparison, slice-unaware does not distinguish users based on
their QoS needs, and neither does it consider the limitations
of the different RANs. This results in a reduced acceptance
ratio of the R slice since these are not prioritized and are also
associated with RANS that cannot meet their needs. The valley
in the slice-unaware scheme is because satellite resources are
still available at a lower number of users. Hence, the number
of dropped euRLLC users due to association with the satellite
is high. As the satellite resources get depleted, this number
reduces, increasing AR at about 300 users.

In Figures 2(d) and 2(e), both algorithms have acceptance
ratios of £ and D at 100% for a smaller number of users
when resources are still available. As the number of users
increases, resources reduce, and hence the acceptance ratio
decreases. The slice-unaware algorithm performs better in this
case since this did not prioritize mission-critical users and
the use of NTNs for slice D. Therefore, slice £ and D users
were able to use up resources that are prioritized for slice
‘R users in the slice-aware algorithm. Also, the slice D users
can associate to the MBS if it has a better SINR to achieve
better SE even if its coverage is limited. However, Figures
2(g) and 2(f) show that even with the priorities subjected to
the slice-aware algorithm, its overall SE and user acceptance
ratio is better than the slice-unaware algorithm. Therefore, the
slice-aware algorithm prioritizes mission-critical applications,
whose rejection results in adverse consequences, prioritizes
the use of wider coverage NTNs for highly mobile users, and
at the same time, maximizes the number of admitted users
and the network SE.

VII. CONCLUSION

This paper introduces a slice-aware user association and
resource allocation problem that maximizes SE in an IT-
NTN. The optimization problem is solved using a heuristic
algorithm that prioritizes delay-sensitive mission-critical users
and the use of NTNs over MBs for long-distance and high-
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Fig. 2. Performance against number of users

speed users. Simulation results have shown that the slice-
aware algorithm has a better performance than the slice-
unaware algorithm. In the future, we shall improve the work to
show the user mobility model, handoff analysis, and consider
fairness between high and low SINR users.
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Abstract—This paper presents a Q-learning resource allo-
cation scheme for spectrum re-use in a 5G communications
network. The scheme aims to maximise the quality of experience
(QoE) of users using reinforcement learning techniques. It
exploits the social similarities of users to enable coexistence
between primary and secondary user equipments on the same
frequency band. Consequently, it is assumed that the available
spectrum resources meant for primary users can be re-used by
secondary users. Hence, a QoE model is formulated as a utility
maximisation problem with a cost function for secondary users
willing to coexist, howbeit under strict power and interference
constraints. An optimal social-aware policy learning model is
constructed to regulate transmission power while improving user
QoE. The simulation results show the efficiency of the proposed
scheme relative to the independent, policy averaging, and similar
traffic reinforcement learning solutions.

Index Terms—Interference mitigation, quality of experience,
social-aware, Q-learning,

[. INTRODUCTION

The fifth-generation (5G) communications network seeks
to satisfy the increasing user demand for spectrum resources
by supporting the growing variety of user devices and service
requirements across several vertical industries [1]. Cisco’s
visual networking index report on South Africa in 2016
predicted the number of mobile-connected devices to be 68%
in 2021, with machine-to-machine (M2M) module accounting
for 28% (46.1 million). In 2018, they predicted that the global
popularity of M2M applications would increase tremendously,
with about 50% (14.7 billion) of the globally connected
devices expected to be M2M connections by 2023. Similarly,
there is an expected growth in the use of mobile applications
(i.e., about 300 billion downloads), Wi-Fi hotspots (i.e., nearly
628 million), and mobile users (i.e., 66% of the global
population) [2].

This rapid growth in wireless connectivity and data service
pushes the boundaries of the communication network’s ca-
pability. Although 5G proposes several enabling technologies
(such as massive-user MIMO, non-orthogonal multiple access
(NOMA) techniques, device-to-device communication, etc.)
that try to improve spectrum utilization via shared resources,
there are still limitations owing to the inability of current radio
resource management schemes to dynamically scale during
peak traffic periods while still ensuring the QoE of users.
Additionally, there is a prevailing concern of interference,
which increases with user demand. Motivated by this, it has
become imperative to embrace big data and artificial intel-
ligence (AI) to ensure adaptability, scalability, and optimum
resource utilization in 5G communications network [3].
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Accordingly, Y. Shi et al. presented a reinforcement learn-
ing (RL) based solution to dynamically allocate spectrum,
power, and computing resource stochastically on the arrival
of network slice requests in [4]. The authors proposed a Q-
learning solution to maximise network utility in terms of the
total weight of granted network slicing requests over time,
subject to communication and computational constraints.
Their result showed that the Q-learning based solution scales
well with an increase in the number of users. W. Alsobhi et al.
in [5] proposed a cooperative approach to address the problem
of spectrum resource allocation within a two-tier HetNet. The
authors explored the application of RL in a femtocell de-
ployment and network interference management. Their results
revealed the impact of interference on users within femtocells.
S. He et al. in [6] proposed a multi-agent to single-agent RL
scheme for QoE-aware resource allocation in NOMA wireless
multimedia communications network. Their results provide
evidence for enhanced performance in the NOMA downlink
system with increased power budget. Likewise, the authors
in [7], [8] presented similar Q-learning based algorithms to
achieve optimum solutions that maximised the network QoE
performance metric.

Hence, this study presents a lightweight QoE-aware Q-
learning resource allocation scheme for spectrum re-use in a
5G communications network. Specifically, we formulate the
problem as a utility maximisation problem that ensures the
QoE of users while mitigating interference. To take advantage
of big data within the communications network, we construct
a social-aware policy to exploit the similarities of users and
improve the reward of the agent in any given state. The
following are the main contributions of this study:

o To quantitatively analyse the QoE perceived by users
a mathematical QoE model is formulated as a utility
function.

o To efficiently solve the formulated QoE problem, a
cooperative RL scheme is developed to determine the
optimum learning policy of a newcomer secondary user.

o To exploit the similarities of users on the network, a
social-aware policy is designed based on the concept
of social-awareness in wireless networks. The goal is to
minimise the interaction time of an agent in a stochastic
environment while maximising reward.

« To present the impact of specific system parameters on
network performance and evaluate the proposed scheme
by comparing with other RL models from literature.

The rest of this study is presented as follows: Section II
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describes the system model, which summarises the assump-
tions made in this study. Section III explains the problem
formulation. Section IV presents the RL Q-learning model
used. Section V discusses the results and analysis, and Section
VI concludes the paper.

Desired Signal

Fig. 1: Deployment of a Su newcomer in a 5G
communication network

II. SYSTEM MODEL

A. Deployment Scenario

This study carefully considers the uplink of a single-
tier 5G communications network illustrated in Fig. 1, which
comprises of a remote radio head (RRH), a set of primary
user devices denoted by Pu = {1,2,...,|Pu|}, and a set of
secondary users devices denoted by Su = {1,2,...,|Sul}.
Where |Pu| and |Su| represent the cardinality of each set.
The RRH allocates each primary users a separate physical
resource block (PRB) denoted by n € N, where n € NT, with
a transmission bandwidth B,,. Such that the total transmission
bandwidth B is characterised by B,, x N [9]. To re-use
a channel, each SU most adapt its transmission parameters
to satisfy the interference requirements from other PUs and
SUs. Under this assumption, a newcomer SU can estimate
its channel gain through actively learning the channel state
information of other SUs. The transmission environment
considered is affected by the pathloss (PL) (i.e., PL = d=%),
having a large scale fading (). Without loss of generality,
the following assumptions are considered:

1) All users transmit using the adaptive modulation and
coding scheme, which dynamically adapts to the time-
varying frequency fading channel to maximise through-
put of the transmission link.

2) A secondary user (SU) is allowed to re-use the spectrum
resource of a primary user (PU) under strict signal-to-
interference and noise ratio (SINR) requirements. This
is done to fully utilise spectrum resource.

3) The transmit power, channel, and additive white Gaus-
sian noise (AWGN) of the network is quasi-static. This is
to enable the SU to deduce the channel state information
(CSD) through active learning on the network.

4) SU has sensory capabilities to discover and respond to
other users within its neighbourhood via proximity-based
services (ProSe) as stated in 3GPP TS 23.303.
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B. Social Similarity

This is a measure of commonality between any given pair
of nodes. In communications network, the similarity index
can be in terms of service request, geo-location, channel
availability, or a combination of either one [10]. In this study,
the social similarity index between users is obtained as the
weighted link of a pair of vertices in a two-dimensional graph
G=U,0q, a(uyg)). Where U, ¢, and o, z) denote the set of
vertices, links, and their weights, respectively. Thus, for a pair
of vertices u and w it is obtained as,

Ry N Ry| _
————, if u and w are connected

Q) = § R U@ (1)
0, otherwise

where [R(,,) N R )| denotes a set of common neighbours be-
tween vertices with respect to their total number of neighbour
[11]. The expression in (1) determines the likelihood of an
association between users, with a degree of freedom ranging
from O to 1, the latter being the highest achievable similarity
index. Figure 2 depicts the neighbourhood graph of users in
a two-dimensional space.

<

AY .
~ SU,
Q;gN\N\ il newcomer

Fig. 2: Graph G = (U, ¢, (yz)) of set PU and SU with
weighted links indicative of the likelihood of an association.

C. Channel Model

To fully utilise the available spectrum resources of the
network the newcomer SU listens to the RRH for transmit
parameters and learns the channel state information of other
users, however, under strict signal to interference and noise
ratio (SINR) requirement. Thus, the SINR of the PU and SU
as experienced at the RRH is expressed as,

T _ PPui Apuivm , Vi € Pu, Vj € Su, (2)
i o? + Z Po, Asuiim
jESu ’ »
T _ PSuj )‘suj,m
RS Y D VD DI P
iePu j’€Su T S
J'#J

Vi € Pu, Yj € Su,
where o2 denote the AWGN power experienced on the
network, P, and PSuj denote the transmit power of the PU
and SU, respectively, while A and A denote their

Pu;,m Suj,m
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channel gain to the RRH. Accordingly, the achievable data
rate of the newcomer SU can be expressed as [12],

N 1.57,
Ay, =S 0, nBulogy [ 14—,
sy = 2 s, °g2< + —In(51I,, ) &)

Vn € N, Vj € Su,

n=1

where ¥ Suyom denotes the decision variable for allocated
PRB’s, and IT,,  is the target bit error rate of the SU.

III. PROBLEM FORMULATION

This study aims to improve the QoE of a user in the
uplink of a single-tier 5G communications network. Hence,
we formulate a QoE-aware resource allocation problem as a
utility maximisation problem, using a two-level logarithmic
model as in [6] and expressed in (5) as,

maximise U(ASW) =loga(1 + ASug_) — nnI‘Su7_7 5)
Subject to:

Cl: Z 7‘9511.,-,”A5u, > Aminv Vn € N, V_] S S’U,7
nenN 7 7

C2: Z 29Su,-JLI—\su,. < Pmaz» Vn € N, VJ (S Su,
neN J J

C3: Ty, >0, VjeSu,

C4: Z Ts“. > Tmin7 Vn € N, V_] S Su,
neN ’

C5: 0<a,, <1, Vie Pu, Vje Su,

ce: > 195,%,” <1, VneN, Vje Su,

neN

C7: ¥, mn€{0,1}, VneN, Vje Su,
Constraint C1 guarantees the quality-of-service of a
user given the service application. Constraints C2 and C3
are power constraints. C2 ensures that the transmit power
of a user does not exceed a given threshold in each PRB,
whereas C3 ensures that the transmit power is non-negative.
Constraint C4 enforces strict SINR requirements for users.
Constraint C5 ensures that the similarity index indicative of
the probability of an association between Pu and Su is within
a normalised range. C6 ensures that a resource is allocated
to at most one user. Finally, C7 relax the function in (5).

In constraint C2 and C3, FSUJ_ = PSuj /e, is used to
denotes the actual transmit power of the Su, given the likeli-
hood «, ,; of an association, while nnFSu]_ denotes the cost
of the spectrum resource, while 7 is the coefficient per-unit
price of the spectrum resource. Since QoE has a logarithmic
relationship with the achievable data rate, maximising the data
rate will also improve their QoE. However, the transmit power
component in that relationship will also increase interference
on the channel. Hence, the rationale behind the cost function
introduced in (5).
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Fig. 3: Illustration of the reinforcement learning model.

IV. REINFORCEMENT Q-LEARNING MODEL

A. Overview

The RL approach like most intelligent-based algorithms
seeks to find a balance between exploration and exploitation.
Fig. 3 shows a basic single-agent model, where an agent
interacts with the environment by taking actions and then
perceiving the effects of those actions. A new state after action
and the received reward determine if some set goal has been
reached. The objective of the agent is to maximise its total
rewards (i.e., the sum of all rewards received after a number of
actions). This formal single-agent model is called a Markov
decision process (MDP). An MDP is a tuple {S, A, T, R},
which comprises a set of bounded states, actions, transition
function, and rewards, respectively. Where s; € S gives the
state of an agent in an environment at a discrete time-slot t.
The agent observes the state and takes an action a; € A to
the next possible state (s:41) based on a transition probability
function 7. The agent receives a reward r; € R during
transition. The agent’s action selection is determined by its
policy (), and its expected cumulative reward is given by,

Q(s,a) =E (6)

Z yir (s, w(s))so] =s,

t=0

where 7 denotes the discount factor that regulates the agent’s
reward in the Q-function, and Q(s,a) is the corresponding
@-value. When the selected action a is the optimal action
7(s), then Q(s,a) is considered to be the optimal state, and
is obtained using Bellman optimality equation [13],

Q" (st ar) = (1= B)Q(s,a) ;

+ B(re + ’Vflfleaj(Qt(Smb))» ™
where 3 € (0,1) is the learning rate. Hence, the objective
of the agent is to find the optimal policy that maximises
the expected cumulative discounted reward over time, while
updating its Q-table recursively as follows,

~

Q(st41,at41) = (1 = Br) Q" (s, a¢)

+ Byl +ymax Q(srr,ai)).
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B. Proposed Solution

In this study, Q-learning is used to obtain the optimal policy
given a finite state of target SINR. The goal is to maximise
the QoE utility function of a newcomer SU. The parameters
of the Q-learning is defined as follow

Agent: This is the newcomer SU who desires to re-use the
spectrum resource of the PU (i.e., j € Su, j # 0).
State: In any given state, the agent observes two critical com-
ponents: SINR and data rate, i.e. s; = (TSW As,,
Action: The actions of the agent is to find an optimum trans-
mit power strategy based on a policy, while satisfying the

constraints in (5) (i.e., a; = 7|¢41).

Reward: This is the QoE utility under the new power alloca-
tion strategy of the agent (i.e., 7, = U(ASuj )|e+1). After
an action by the agent, the changes on the system and to
the transmission of the agent is observed and rewarded
if the the QoE is maximised with minimal interference
or penalised otherwise.

Hence, we propose a lightweight QoE-aware Q-learning
solution that allows newcomer learner agents to use the infor-
mation from expert agents based on the state and similarity
index of the agent. This social-aware policy is treated as a
decentralised learning system with a user-centric view. It is
based on a generalisation that users with a higher likelihood
of association will be more willing to share their resources.
Consequently, a user device with sensing capabilities can
intelligently regulate its transmit power (i.e., PSUJ — Fs,uj)
when sharing spectrum resources based on the similarity index
obtain in (1). Furthermore an agent can improve its reward
by learning the actions of experts with high similarity index
in similar states using (9),

a; = |argmax Q(s,at),at E7° | v o > o

> )
i,j= “min

9

This social strategy reduces the complexity of the algorithm
by decreasing the exploration time of the agent while in-
creasing exploitation. Without loss of generality, the proposed
social-aware policy is constructed as follows:

i) The optimal power allocation of a newcomer j € Su
will be affected by the channel availability of ¢ € Pu
given o, ., >«

ii) The optimal power allocation of a newcomer, Su; in
state (s;) will depend on the information of Su;_; given

in”®

a(jfl,jlfl) Z min*

The optimal power allocation of a newcomer, Su; will
utilize the SINR, actual transmit power, and similarity
index of expert (i.e. Suj_1,Suj_2,... , SUj—j|k+j)-

iii)

The expert agent learns the environment individually using
a distributed Q-learning scheme that first initialising and pre-
allocating the Q-Table, apply a greedy strategy to select the
best reward within an iterative loop, select the state (s:41)
after an action (a;), observe and generate reward (r;) or
penalty (—r;) based on the action, and update the calculated
Q@-value on the (Q-Table [13]. Note that Algorithm 1, is
proposed to take advantage of the expert information on the
environment.
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Algorithm 1: Q-Learning on Social Policy

1 Input Q-Table Q* (s, ar), a,
2 Initialize learning rate (3), discount factor ()
3 for iteration time: t = 0: 7T do

4 if Similarity Index: o, ; > Qi then

5 Let agent select action (a;) as in 9

6 Observe power strategy and reward (r;);
7 Update Q-value, @(5t+17at+1) as in 8
8 end

9 end

10 output: Mean QoE: U(A;, ):

TABLE I: System Parameters

Parameters Values
Channel bandwidth: B 10 MHz

Cell radius: 300m
Neighbour radius: 30m

AGWN: 2 -174 dBm/Hz
No. of secondary users: Su {10 : 10 : 70}
SINR: ’I‘Suj {-5:2:15} dB
Bit error rate: HSuj 10—°

Max transmit Power: Ppqs 23 dBm

large scale fading: ¢ 2.8 dB

Min Similarity index: ...,  95%

Learning rate: 3 0.1

Discount factor: ~ 0.4

Iteration: 10000
Episodes: 500

V. RESULTS AND ANALYSIS

This section presents simulation results to substantiate
the proposed solution. The implementation of our proposed
scheme is performed on MATLAB. We considered that a PU
occupies a single channel bandwidth with a target SINR set
at 10 dB. Both SUs and PUs are randomly distributed within
a macrocell radius 300m. In the proposed RL model, each
newcomer SU is a learning agent who is expected to choose an
SINR from a finite set based on its power allocation strategy.
The algorithm assumes the same learning rate and discount
factor for all SU’s. The proposed solution was studied through
a Monte Carlo simulation consisting of 10000 iterations per
500 episodes, for which the average results are captured. To
evaluate the performance, our results are compared to three
different RL models from literature, which assumed a similar
system model: independent policy (IP), policy averaging (PA)
[14], and similar traffic policy (STP) [12] algorithm.

A. Impact of Social Similarity on Network performance

Figure 4 shows the variation in the optimal resource allo-
cation results attained by an expert and leaner agent using the
IP and proposed algorithm, respectively. The results compare
the learning efficiency of both algorithms under strict SINR
requirements. It is seen that the learner agent achieves about
a 3% increase in mean QoE score at SU = 10 and about 2.4%
at SU = 30 when comparing the median of their distributions.
Even with a slightly skewed distribution for the learner agent
when SU = 30, it still attained a much higher mean QoE
score due to the shared knowledge of highly social expert
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Fig. 4: Performance evaluation of SU newcomer learning using the RL social-aware policy resource allocation scheme
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Fig. 5: Performance of social-aware policy under quasi-static channel condition with increasing SU density. The proposed
scheme is evaluated based on (a) average convergence, (b) average data rate, and (c) congestion ratio

agents. The results clearly show that the proposed algorithm
can maximise reward even for sparse user density with fewer
social agents. The expert and learner agent also achieved a
median SINR score of (-1, 1) dB at SU = 10 and (3, 3) dB
at SU = 30, respectively, all within the required constraints.

B. Impact of User Density on Network Performance

From Fig. 5a, it is observed that the newcomer SU utilises
the social awareness of its environment to achieve lower
average convergence. It shows that the number of iterations
needed to achieve convergence reduced by about 60% on all
use cases when compared to the IP algorithm. It is also worthy
of note that the issue of fewer social agents is seen when SU
= 10 since it takes the proposed algorithm slightly longer to
converge.

In further evaluating the performance, Fig. 5b shows the
average data rate of an agent for various algorithms. In
retrospect, the proposed solution achieved a lesser average
data rate compared to the IP algorithm despite its lower
convergence rate. However, this trade-off is expected given
the relevance placed on exploitation over exploration within
the network environment. Compared to the PA algorithm, the
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proposed algorithm performance slightly better, with few dips
in performance at SU = 10 and 40.

Figure 5c tells about the congestion level of the network.
It shows the performance of the algorithms as the number
of scheduled users increases. However, this can also be an
indicator for mobile operators to admit more users to the
network given a predefined allowable congestion rate.

C. Impact of RL model on Network Performance

Figure. 6 shows the mean QoE achieved under different
RL models by the learning agent for four different user de-
ployment use cases. It is observed that the proposed algorithm
easily outperforms PA and STP algorithms, while match IP
in performance, with both having similar distributions and a
median score of 20.44 at SU = 10. The IP algorithm performs
best in sparse use cases, however, other algorithms can match
its QoE performance in more dense user deployment use
cases, such as at SU = 50 and 70.

Thus, the onus is on the network operator to decided
the best learning policy for users upon spectrum request.
This may depending on key performance indicators, such as
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Fig. 6: QoE performance evaluation under different resource allocation policies

convergence rate, congestion rate, spectrum availability, and
user QoE.

VI. CONCLUSION

In this study, we have investigated the uplink of a single-
tier 5G communications network to address the interference
that arises from spectrum re-use amidst growing demand.
A QoE-aware Q-learning resource allocation algorithm is
proposed to measure the QoE of secondary users that seek
to coexist on the same frequency band as the primary user,
howbeit under strict power and SINR requirement. The QoE
problem is formulated as a utility maximisation problem with
a cost function to mitigate interference to the primary user.
A social similarity index is used to establish the likelihood
of possible association between users. A social-aware policy
is proposed for optimal resource allocation, which allows
a newcomer secondary user to leverage the knowledge of
socially experienced users to improve its QoE. The simulation
results show that the proposed solution outperforms other
RL algorithms, although with few exceptions. The trade-off
of the proposed algorithm is between the exploration and
exploitation of the learning environment, which affirms the
need for balance even within model-free RL systems.
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Abstract—The critical challenge of deploying massive
machine-type communication devices (MTCDs) on the cellular
network without proper access control leads to severe congestions
and network overload. The introduction of clustering of MTCDs
within the macro cell helps to reduce network overload. However,
an attempt to reduce network overload could lead to an increase
in the energy consumed by MTCD during the random access
procedure. To meet the latency requirement of MTCDs at
reduced energy consumed, we propose an evolutionary game-
based random access scheme. This scheme combines MTCD
clustering and an effective access mode selection using the
evolutionary game to distribute access requests. Thus, it enables
the reduction of congestion in the network while reducing the
energy consumed. Performances of the Evolutionary game-based
access scheme show an improvement in the delay and energy
consumed when compared to the ordinary Access Class Barring
(ACB).

Index Terms—Massive access, Random access, Evolutionary
Game, Energy consumed, Cellular network.

I. INTRODUCTION

Machine Type Communication (MTC) has become an
important component of the Internet of Things (IoT) sys-
tems as it enables automated communication of Machine
Type Communication Devices (MTCDs) with little or no
human input. The existing cellular networks play a crucial
role in providing the necessary platform for the connectivity
of MTCDs. However, in contrast to the mostly downlink
cellular traffic, machine-type communication (MTC) traffics
are uplink-dominated. Also, their small data size means that
they can be transmitted during the random access (RA)
procedure. Nonetheless, the massive deployment of MTCDs
over cellular infrastructure will require the densification of
these devices. These will bring about technical challenges
such as congestion and network overload especially over the
air interface where random access is performed. Due to the
limited air interface resource which is the random access
channel (RACH), the massive number of MTCDs will also
lead to waste of resources, quality-of-service (QoS) degrada-
tion, and in extreme cases, it may cause service unavailability.
Furthermore, the requirement that MTCDs depend mostly
on battery power, raises the concern of an increase in the
energy consumed by these devices during Random Access
(RA) procedure [1]. Consequently, there is a need for efficient

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021

Cluster Head

eNB A
g
¢cMTCDs “_

dMTCD (0]

MTCD to Cluster head Link — - »

MTCD to eNB Link —_—

Fig. 1: Tllustration of a Random Access Network

control of massive access of MTCDs to allow for fair network
access by these devices. The requirement to optimize the
connectivity of MTCDs over cellular networks to meet their
latency requirement at reduced energy is the focus of this
paper.

To alleviate network overload and congestion at reduced
energy consumed, we propose an evolutionary game-based
access scheme. In this scheme, MTCDs are clustered to
reduce the number of access requests arriving at the evolved
node B (eNB). Considering that MTCDs are self-interested
and aim to improve their performance, we introduce an
evolutionary game that enables the analyses of the behaviour
of MTCDs and optimizes the access selection thereby
connecting devices to meet their latency requirement which
reduces the energy consumed. Since MTCDs are considered
to be with bounded rationality, the evolutionary game-based
model is suitable for its key features of simplicity and
requiring a limited amount of information among devices for
decision making. The access scheme tends to balance MTCD
access requests among the eNB and their respective cluster.
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II. RELATED WORK

Several schemes have been put forward to tackle the
problem of congestion during RA procedure with 3rd
Generation Partnership Project (3GPP) coming up with
standards that are mostly inefficient during massive access
but have constantly been improved upon and used for the
design of other schemes [2]. The authors in [3] proposed
an optimal scheme that dynamically adjusts the access class
barring (ACB) factor and the number of RACH resources
among clustered MTCDs. However, ACB schemes are
limited in performance during massive access. Also, the
energy consumed was not considered in the research. An
investigation was done by [4] on the impact on the RACH
procedure when a massive number of MTCD try to access the
radio access network. They evaluated mixed traffic scenarios,
one with only MTCDs and the other with a mixture of
MTCD traffic and VoIP traffic. They concluded that massive
access diminishes the RACH resources and the situation is
worsened with the combination of other types of traffic.

A review of the various challenges associated with the
support of massive access in cellular communication systems
was done in [5]. They analysed common approaches proposed
in literatures and deduced that clustering would assist in
addressing the problem associated with PRACH overload.
The author in [6] proposed a two-stage radio access scheme
to alleviate collision for MTCDs while [7] subscribed for a
3GPP ACB and separate RACH access scheme. Both authors
implemented a form of clustering in the access scheme to
control access to the eNB which reduces congestion in the
PRACH. The drawback in their scheme was the inadequacies
during massive access and the lack of consideration for
the energy consumed. The impact of MTCDs massive and
simultaneous access of LTE network was studied in [8]. They
analysed five of the 3GPP access schemes namely ACB,
Separate RACH, Backoff Access, Dynamic RACH allocation,
and Slotted Access scheme. Although they concluded that
slotted access performed optimally. However, it does not
meet the QoS requirement of MTCDs because they are
required to perform the RA procedure only during their
allocated slot. The next optimal was the ACB scheme as
it gives room for MTCDs to meet their QoS requirement.
The shortcoming in the authors’ analysis is that they did not
consider the energy consumed.

The authors in [9] separated the PRACH resources (Pream-
bles) into three portions; Human type users, machine type
users, and a hybrid of both users. Giving priority to the
human-type users, they dynamically allocated the third slot
using a game-theoretic framework to any of the two types
of users as their various congestion increases. Their scheme
did not consider the QoS requirement of critical MTCDs
neither did they analyse the energy consumed by the MTCDs.
A prioritized energy-efficient RA scheme for stationary IoT
networks utilizing timing advance value was considered in
[10]. The collision and average energy consumed by MTCDs
were shown to improve under a practical simulated envi-
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ronment. The scheme gave priority to MTCDs farther away
from the eNB over those closer without considering the QoS
requirement of the latter. The authors in [11] proposed an
evolutionary game-based ACB algorithm that helps MTCDs
alleviates congestion and eliminate substantial defects on the
ordinary ACB scheme. However, the energy consumed by
MTCDs and the QoS requirements of the MTCDs were not
considered. Therefore, we tackle the issues of congestion and
the energy consumed in the RA process by using an effective
clustering and evolutionary game-based access scheme that
reduces the access delay and energy consumed of critical
MTCDs thereby meeting their QoS requirement.

ITII. SYSTEM MODEL

We consider a single cell random access MTC served
by an eNB where MTCDs are clustered as illustrated in
Fig. 1. The MTCDs are classified into two types which are
delay tolerant (dAMTCDs) and critical MTCDs (cMTCDs).
The RA procedure is as described in [12], however, preambles
(p) are reserved for clustered access (4) as shown in Fig.2.
MTCDs are grouped into clustered with critical MTCDs
allowed to access the J preambles or transmit their preamble
request directly to the eNB. We denote the cMTCD accessing
the eNB as a cluster represented by e. The packet generation
rate in a cluster for AIMTCDs and cMTCDs follows a Poisson
process at a rate of Ay and ., respectively. To distribute
access requests while considering the delay requirements of
MTCDs, each cluster is designed to have a cluster head. The
cluster head (CHp) is given the responsibility to initiate the
RA procedure on the behalf of the group as shown in Fig. 3
[13]. MTCDs that send access requests directly to the eNB
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do so using power ramping. This gives incentives to MCTDs
not to perform their access request directly to the eNB as it
will require higher preamble transmit power.

IV. CLUSTERING AND RANDOM ACCESS PROCESS
ANALYSIS

To mitigate the effect of collision and meet the require-
ments of the different MTCDs, we design a scheme that gives
c¢cMTCDs the option of transmitting their access request either
through the cluster head with a little delay or directly send
their access request to the eNB which requires more preamble
transmit power due to the implementation of power ramping.
The scheme distributes access requests thereby reducing the
number of such requests arriving at the eNB. The MTCDs are
cluster in to /C clusters where K = {1,2,3,..., k+1 }. We define
a set of AMTCD in a cluster as Ny, where Ny = {1,2,3,...d¢
}. The set of cMTCD is also defined as Nc,k where J\fc,k =
{1,2,3,..., ¢k }. A cluster head selection is implemented using
the residual energy and the channel gain of the MTCDs within
a cluster. The latency requirement of devices is taken into
consideration when redistributing access requests between
the eNB and the cluster head using the Evolutionary Game-
based access selection mechanism. This enables the scheme
to meet the QoS requirements at a reduced energy consumed
for the devices within a cluster. The scheme is illustrated in
three parts, namely, MTCDs clustering/cluster heads selection,
random access and energy Consumption analysis, and the
Evolutionary game-based access selection mechanism.

A. Clustering and Cluster head Selection

The MTCDs are clustered to reduce the number of concur-
rent channel access requests and increase the lifetime of the
clustered MTCDs through less collision and lower preamble
transmit power. However, the lifetime of the cluster head will
be affected due to the increase in energy consumed in listening
to the channels and initiating access requests. As illustrated
in Fig. 2, for the purpose of cluster access a set of preambles
is assigned for the use of intra-cluster access. The set of
preambles can be used by other clusters due to the principles
of preamble reuse [14]. The cluster head selection is based on
a weighted cost function A, as derived in [15].The clustering

and cluster head selection is as shown in Algorithm 1.
Algorithm 1 Clustering/Cluster heads selection Algorithm
I: Set maximum number of cluster k
2: Cluster MTCDs

3: Countdown 20secs

4 if Count ==

5: For each cluster Calculate A,
6: For each cluster CHy == Aw
7 end if

8: output cluster, cluster head.

B. Random Access and Energy Consumption Scheme

We analyse the delay and average delay on the MTCD
and its cluster with the understanding that MTCDs which
access preamble directly through the eNB can be regarded
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as being in a cluster. When MTCD sends access requests
to the cluster-head or eNB there will be collision as the
number of MTCD increases. The probability of collision [4]
of the RACH process for the cluster-access and eNB-access
respectively can be calculated as:

AL
Qjk=1- 6_‘57’:7‘7‘ € {Nar UN. ik}, VE € Kk #e,e e K.
(1a)

ce {N. 1}, Ve € Kk #ee € K.
(1b)

_ Ac,e
Qee=1—e 709,

Where [ denotes the total number of random access
opportunities per second. The operation of the RA process is
divided according to the mode of the MTCDs (i.e. Idle, trans-
mission, and receiving modes). The RA process as described
in [12] outlines stages of preambles exchanges. We assume the
preamble requests are initiate immediately MTCDs generate
data. The time taken to transmit message 1 and 3 is 7; and
T3, respectively. 7, is the time taken when the MTCD pause
before going into receiving mode, while the time taken to
receive message 2 and 4 is denoted by 75 and 7y, respectively.
Tiale is the idle time of the device. The access delay for
cluster-access and eNB-access is given by

T AT+ T3+2(T,) | Ti+Ta+ T3+ Ta+2(Tp)0

Djr=

(251 Q5k) (1-Qjk)
(2a)
Peoe N+ T3+2Ty) | Tt Tot To+ Ta+2(Tp)¢
’ (Z?:l Q&,@) (1 - Qc,e)
(2b)

where PreambleTransmax (o) defines the maximum
number of preamble re-transmission a MTCD can attempt
after experiencing collision at the PRACH during eNB-access.
we define o as the preamble collision counter where o =
{1,2,3,..., Qmaz }- ¥ is binary function that indicate conges-
tion in the eNB-access. We express this function mathemati-

cally as:
1,if «
v -4

0, otherwise

The power consumed during the RA process for the idle,
transmission, and receiving modes can be denoted by P4,
PpracH, and P, respectively. While the MTCD circuit
power is denoted by P.;,.. We assume that the MTCDs are in
an idle mode when not transmitting or receiving preamble
messages. The power consumed for transmitting preamble
[16] is given by

Prraca = min{Pryax, Piarget + PL}, 3)

where Pysax is the maximum configured MTCD transmit
power, while pathloss (PL£) and the target power (Piarget)
respectively are given by
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PL= 352+ logdy,
Ptarget: PPtm’get +0+ (Q - 1) * P,

(4a)
(4b)

Where Preamble_Received_Target_Power,
Delta_Preamble, Preamble_Power_Ramping_Counter, and
Preamble_Power_Ramping_Step are denoted by Pp,qrget, 0,
o, and ¢, respectively. The energy consumed by MTCD for
cluster and eNB access respectively are given by

D;x(PpracH + Pr) + TiatePidie, k = e;k,e € K
Ei.= . .
o Dj,e(Ppracu + Pr) + Tiaie Pidie, j = ¢, k # e,
k,e € K.
()

C. Evolutionary Game-based Access

We analyse the evolutionary game-based access scheme for
the effective access of MTCDs. The replicator dynamics is
used to model the strategy adaptation process while evolution-
ary equilibrium is considered as the solution of the formulated
game. The evolutionary game is formulated as follows:

a) Set of players (C): The set of cMTCDs who can
choose among the two access modes are the players of this
game. The dMTCDs are not involved in this game as they are

programmed to access the network via their respective cluster
head.

b) Strategy (s): The strategy is the selection of the
access mode (i.e cluster-access (c¢) or eNB-access(e)) . Where
(s) = { ¢, e } corresponds to the selection of an access
mode. The players are interested in selecting a suitable access
medium to meet their latency requirement at a reduced energy.

c) Population: The population is a set of players
(cMTCDs) in the game. The population corresponds to each
cluster-access area or eNB-access area. The total number of
c¢cMTCDs in an access area and the number of cMTCDs
selecting a particular strategy can be denoted by N}, and ns,
respectively. Therefore, the frequency of strategy s used in
the particular population also referred to as population share
is given by

(6)

d) Payoff function: This function quantifies the perfor-
mance satisfaction level of a potential cMTCD strategy s
which depends on the delay and the preamble transmit power
Py, of the cluster-access or eNB-access. The first component
measures the utility of the cMTCDs in selecting an access
mode, while the second component is the penalty (or reward)
for such a strategy. We use m.(t) to denote the utility of
players selecting strategy s and 7(¢) to denote the average
utility of the said population. The replicator dynamics and
the evolutionary equilibrium can be expressed as follow:

« Replicator dynamics: The replicator dynamics model the
rate of strategy adaptation by which cMTCDs will adapt
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their strategy according to the received payoff. This
strategy adaptation by cMTCDs will affect the popula-
tion share leading the population to evolve hence the
evolution of the game. The evolution of the population
can be analysed by the replicator dynamics which is a
set of the ordinary differential equation given by

#(t) = x; (t)(m;(t) — 7 (1)), ©)

where 2;(t) denote the population of ¢cMTCDs in a
cluster selecting a strategy s. The utility of a cMTCD
7;(t) = U(E; 1) while the utility of the of the population
7(t) = E[E; 4]

« Evolutionary equilibrium : The Evolutionary equilibrium
is considered as the solution to the game where the
proportion in each access group will be stable. When
this stable point is reached, the payoffs of all cMTCDs
in a cluster are identical and they will not be willing to
change their access mode.

V. PERFORMANCE EVALUATION

The simulation was carried out according to the parameters
highlighted in Table 1. MTCDs were designed to generate
a maximum of 25 packets per second. We assumed that
access requests are sent immediately after they are generated,
therefore, no idle time between access generation and access
requests. This is done to simulate the massive nature of
MTCDs. ACB was implemented at the cluster for AMTCD
and power ramping is implemented at the cMTCD to eNB
access. We cluster the MCTDs into twenty (20) clusters
based on the work in [15]. The clustering and cluster head
selection was done as specified in Algorithm 1. We set § =
18 . The percentage of dIMTCDs and cMTCD:s is as indicated
in Table 1.

Algorithm 2Evolutionary Game-based Random Access

Algorithm
1: Initialize MTCD in terms of AMTCD and cMTCD

2: Execute Algorithm 1

3: Initialize ALL dMTCD to perform RA through the
cluster-access

4: Initialize cMTCD "pick randomly to pick either 1 or 2.

5:  if cMTCD pick = 1

6: cMTCD perform eNB-access
6: else if

7 c¢cMTCD pick = 2

8: cMTCD perform cluster-access
9: end if

10: Calculate E,, , X, T, T and &

11:if 2 <0

12:  Remain in initial Access mode

13: else if

14:  Change in initial Access mode

15:  Perform Evolutionary Game according to the utility
function to achieve equilibrium

16: end if
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A. Performance Metrics

The key performance indicators were evaluated to obtain
our simulation results which show the effectiveness of our
proposed scheme to that of the ACB scheme. The aim is
to meet the QoS requirement of cMTCDs. The following
parameters were evaluated:

o Average MTCD Access delay: The average time it takes
for each type of MTCD to generate an access request to
the time this request is either successful or failed. This
access request can either be from the MTCD to the eNB
or through the CHy, to the eNB.

o Average Energy Consumed: The average energy
consumed by MTCDs during the RA process (i.e,
request generation inclusive). As mentioned earlier it is
for both successful and failed access.

TABLE I: SIMULATION PARAMETERS

Parameter Values
PRACH configuration Index 5

Number of Preambles 54
PreambleTransMax (amaz) 5

ACB factor (Q) variable
Back off time (T'k) 10subframe

Number of resource block per slot || 6RBs
Max MTCD transmission Power 23dBm

Power ramping Step 2dBm - 6dBm

MTCD circuit power 10dBm

% of dAMTCD 60

% of cMTCD 30

Pathloss( MTCD to CHy,) 127 + 30logq d, d in km
(17]

Pathloss(MTCD to CHy,) 35.2 + 35logo d, d in km

[10]

B. Performance Result

The effectiveness of our simulation result is shown in
comparison with the ACB scheme. We concentrate on
the QoS of cMTCDs as we wish to appraise the effect
of massive access on the delay and energy consumed
by cMTCDs. The results as presented in Figs. 4, 5, and
6 shows the effect of the aforementioned performance
metrics given 20 cluster formations. When considering
the average delay for 20 cluster formation, our evolu-
tionary game-based access scheme outperforms the ACB
scheme especially as the number of MTCDs increases.
In Fig. 4, the access delay for our scheme raised from
around 7.24ms with 200 MTCDs to 114.81ms with
2000 MTCDs while for the same number of MTCDs the
access delay of the ACB scheme raised from 10.45ms to
150ms. We also observed higher energy consumed for
the ACB scheme compared to our scheme.

The dynamics of the utility for eNB-access and clustered-
access modes is shown in Fig. 6. The evolutionary
equilibrium was attended for each type of access which
is that stable utility where no MTCDs will change their
current access mode. This is the case as changing access
mode at this stage will not yield to a higher utility for
the said MTCD.

160 T T

Average Delay for 20 Clusters

~©-Evolutionary Game-based Access Scheme

o
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Fig. 4: Average delay for evolutionary game-based access and

ACB access for 20 clusters
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VI. CONCLUSION

In this paper, we have proposed an Evolutionary game-
based access scheme that redistributes access requests
of MTCDs thereby improving the delay and energy
consumed of MTCDs in comparison with the 3GPP ACB
scheme. The choice of evolutionary game was due to its
low complexity considering that MTCDs require their
battery life to last for 10 years when deployed. We
clustered MTCDs into 20 cluster formations and using
power ramping and evolutionary game-based access, the
QoS of MTCDs was achieved at reduced energy con-
sumed. Future research direction will be geared towards
applying suitable machine learning to give the MTCDS
some degree of intelligence at reduced complexity.

ACKNOWLEDGEMENT

The authors acknowledge the support received from
TELKOM SA via the Telkom Centre of Excellence
(CoE) in Broadband Networks Applications at UCT, as
well as the University of Calabar, Nigeria.

REFERENCES

[1] M. Hasan, E. Hossain, and D. Niyato, “Random access for
machine-to-machine communication in Ite-advanced networks:
Issues and approaches,” IEEE communications Magazine, vol. 51,
no. 6, pp. 86-93, 2013.

[2] H. Althumali and M. Othman, “A survey of random access control
techniques for machine-to-machine communications in Ite/lte-a
networks,” IEEE Access, vol. 6, pp. 74961-74 983, 2018.

[3] N. Li, C. Cao, and C. Wang, “Dynamic resource allocation
and access class barring scheme for delay-sensitive devices in
machine to machine (m2m) communications,” Sensors, vol. 17,
no. 6, p. 1407, 2017.

[4] N. S. Bezerra, M. Wang, C. Ahlund, M. Nordberg, and
O. Schelén, “Rach performance in massive machine-type com-
munications access scenario,” in 2018 IEEE Wireless Communi-
cations and Networking Conference (WCNC). 1EEE, 2018, pp.
1-6.

[11] T. Jiang, X. Tan, X. Luan, X. Zhang, and J. Wu, “Evolution-
ary game based access class barring for machine-to-machine
communications,” in 16th International Conference on Advanced
Communication Technology. 1EEE, 2014, pp. 832-835.

[5]1 A. Biral, M. Centenaro, A. Zanella, L. Vangelista, and M. Zorzi,
“The challenges of m2m massive access in wireless cellular
networks,” Digital Communications and Networks, vol. 1, no. 1,
pp- 1-19, 2015.

[6] W. Li, Q. Du, L. Liu, P. Ren, Y. Wang, and L. Sun, “Dynamic
allocation of rach resource for clustered m2m communications in
Ite networks,” in 2015 International Conference on Identification,
Information, and Knowledge in the Internet of Things (IIKI).
IEEE, 2015, pp. 140-145.

[7] H.-W. Kao, Y.-H. Ju, and M.-H. Tsai, “Two-stage radio access for
group-based machine type communication in Ite-a,” in 2015 IEEE
International Conference on Communications (ICC). IEEE,
2015, pp. 3825-3830.

[8] M. Ouaissa, M. Benmoussa, A. Rhattoy, M. Lahmer, and
I. Chana, “Performance analysis of random access mechanisms
for machine type communications in Ite networks,” in 2016
International Conference on Advanced Communication Systems
and Information Security (ACOSIS). 1EEE, 2016, pp. 1-6.

[9] Y.-C. Pang, S.-L. Chao, G.-Y. Lin, and H.-Y. Wei, “Network
access for m2m/h2h hybrid systems: A game theoretic approach,”
IEEE Communications Letters, vol. 18, no. 5, pp. 845-848, 2014.

[10] E. Park, J. Bae, Y. Choi, and Y. Han, “Energy-efficient random
access for lte-based stationary iot networks,” IEEE Communica-
tions Letters, vol. 23, no. 2, pp. 346-349, 2018.

[12] P. Orim and N. Ventura, “Dynamic massive access for machine
type communication in lte/lte-a,” in Proceedings of the 2018
Southern Africa Telecommunication Networks and Applications
Conference (SATNAC-2018, 2018, pp. 92-97.

[13] G. Farhadi and A. Ito, “Group-based signaling and access control
for cellular machine-to-machine communication,” in 2013 IEEE
78th vehicular technology conference (VIC Fall). 1EEE, 2013,
pp. 1-6.

[14] H. R. Mazandarani and S. Khorsandi, “Preamble reuse for mas-
sive machine-type communications in lte networks,” in Electrical
Engineering (ICEE), Iranian Conference on. IEEE, 2018, pp.
1652-1657.

[15] P. Orim, N. Ventura, and J. Mwangama, “Cluster-based random
access scheme for 5g urlle,” in 2019 IEEE International Con-
ference on Advanced Networks and Telecommunications Systems
(ANTS). 1IEEE, 2019, pp. 1-6.

[16] T. ETSI, “136 213 v14. 2.0 (2017-04),” LTE; Evolved Universal
Terrestrial Radio Access (E-UTRA); Physical layer procedures.

[17] S. Ekwe and N. Ventura, “Joint user association and power
allocation in a social-aware 5g multi-cell network.”

Paul Orim is currently studying for his PhD in the Department of
Electrical Engineering, Telkom Centre of Excellence in Broadband
Networks at the University of Cape Town, South Africa.

Page 60 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



Non-Orthogonal Multiple Access For Virtualised
Networks: A Deep Neural Network Approach

Oladejo, S.0*, Ekwe, S.0.*, Akinyemi, L.A*T, Ventura, N.*
* Department of Electrical Engineering, University of Cape Town, South Africa
f Department of Electronic and Computer Engineering, Lagos State University, Lagos, Nigeria
1o1dsun002@myuct.ac.za ; 2ekwste00l@myuct.ac.za
311:fal«:iOOl(<.1myuct .ac.za; dneco.ventura@uct.ac.za

Abstract—The 5G mobile networks are required to meet the
ever-increasing user demands. However, the rise in the user
density accompanied by diverse user requirements places a
heavy burden on the existing multiple access techniques, their
complexity, and the tractability of mobile networks. Conse-
quently, this leads to the optimum system capacity problem
faced by the networks and experienced by the users. Motivated
by this shortcoming, a deep neural network (DNN) based non-
orthogonal multiple access (NOMA) model for virtualised 5G
premised on the power-domain variant of NOMA is presented
in this study. Thus, a network resource allocation problem is
formulated as a capacity maximisation optimisation problem
and decomposed into a user-pairing and joint power-radio
resource allocation problem. The coverage area of the macrocell
is segmented and users are categorised and paired according to
geographical location. Also, a power splitting factor is introduced
in the allocation of transmit power. The DNN-NOMA based
model is trained with data captured by over 200,000 runs of
Monte-Carlo simulations for different network scenarios. We
compare the performance of the DNN-NOMA based model with
the traditional NOMA scheme. Our findings reveal that the
DNN-NOMA based model outperforms the traditional NOMA
scheme.

Index Terms—NOMA, DNN, 5G, capacity, user-pairing

I. INTRODUCTION

Cisco reported [1] that by 2023, there would be 3.6 net-
worked devices/connections per person and nearly 10 devices
and connections per household, leading to a projection of
30 billion networked devices by 2023, up from 18.4 billion
in 2018. Consequently, the explosive growth rate will place
huge capacity burdens on mobile networks. However, the
fifth generation (5G) networks will play a critical role in
meeting the growing and diverse demands of these futuristic
subscribers [2]. Also, the 5G networks are expected to meet
various requirements of verticals such as latency, security, data
rates, energy consumption, reliability, massive connection.

The two broad approaches to 5G network research are:
the evolutionary and the service-oriented views [3]. In the
evolutionary approach, new technologies such as massive-
user MIMO, beamforming, new multiple access technique
(such as non-orthogonal multiple access (NOMA)) are em-
ployed to enhance network performance. The service-oriented
view entails redesigning the architecture of the 5G network
and therefore adopts technologies such as cloud computing,
network function virtualisation (NFV), and network slicing
(NS) [4]. Motivated by the increasing number of users/devices
and the growing reliance on the mobile network for human

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021

transactions during and post-COVID19 pandemic, in this
work, both approaches are applied to solve the optimum
capacity problem of a 5G slice network. The viewpoint in this
study is to implement a 5G slice network in a deep learning-
based NOMA environment.

In NOMA, the idea is to assign more than one user at
the same time to a resource block which can either be a
time slot, a sub-channel, or a spread code. Hence, it meets
the requirements of massive connectivity and higher spectrum
efficiency. Moreover, users are distinguished by their power
levels, which is made possible by employing successive inter-
ference cancellation (SIC) both at the transmitter and receiver
[5], [6]. However, in orthogonal multiple access (OMA), users
are assigned resource blocks that are orthogonal in time, code
space, frequency in such a manner to prevent interference.
Unlike NOMA, in OMA systems, a resource block is assigned
to only one user irrespective of the user’s channel conditions.
Figure 1 illustrates the NOMA environment.

User 1 NOMA DL——

User 2 NOMA DL—>

Fig. 1. Illustration of NOMA.

Although NOMA improves network performance such as
the number of connections, spectral efficiency, nevertheless
it requires high computational power and complex SIC algo-
rithms. Additionally, the increasing diversity and complexity
of mobile network architectures have made the designing,
monitoring and operation of resource allocation schemes in-
tractable. Therefore, incorporating the intelligence of machine
learning is imperative to keep mobile networks efficient and
automated [7]. Moreover, with the recent breakthroughs in
deep neural networks (DNN) and the rapidly decreasing
cost of graphic processing units and tensor processing units,
DNNs can be applied to NOMA systems to enhance network
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intelligence, reduce the required computing power and com-
plexity of SICs in the implementation of NOMA systems
[8], [9]. Additionally, DNNs possess powerful learning and
universal approximation abilities, and to this end, they can
simulate complex communication systems [10]. DNNs have
the capability of handling geometric data (i.e., multivariate
data) of mobile networks [7]. In this work, DNN is engaged in
the pairing of mobile users, channel estimation, and resource
allocation in a NOMA-based slice network to optimise the
network capacity and eventually spectral and energy efficien-
cies.

A critical problem in the implementation of network slicing
in virtualised multi-tenancy environment is the challenge of
optimum system capacity. The key contributions of this paper
are as follows :

e A DNN-based NOMA resource allocation model is
proposed to achieve optimum system capacity utilisa-
tion. The DNN-based NOMA resource allocation model
carries out channel estimation, pair slice users, and
allocates network resources. The inputs features of the
model consist of the coordinates of the slice user, the
power budget of the gNodeB, and coverage radius of the
gNodeB.

o An optimal system capacity optimisation sliced network
in a virtualised multi-tenant environment is formulated.
Moreover, we employed an efficient pairing scheme to
associate certain slice users to the same radio resource.
An efficient and yet simple power allocation strategy that
relies on slice user positioning is proposed.

o The system capacity is investigated by varying network
parameters such as the cell radius, power budget of the
gNodeB, number of cell users, and convergence of the
model.

+ A DNN-based NOMA resource allocation model is pro-
posed to enhance network capacity, and compared with
a traditional NOMA approach.

II. SYSTEM MODEL

A. General Model

We describe the system model considered in this paper,
as depicted in Fig. 2. The considered scenario assumes the
downlink of a single-tier network whose physical resources
are owned by an infrastructure provider (InP). The InP pro-
vides services to a set of mobile virtual network operators
(MVNOs) H = {hlh € N,1 < h < |H|}. Each MVNO,
h € H is uniquely independent of each other; that is, h # R,
and h has its own set of network slice use cases, Sy, it offers
to its slice users. However, S, = {£UM}, in which £ denotes
the eMBB slice user case and M indicates the mMTC slice
use case. It is essential to state that the users of an MVNO,
h, are categorised according to their requested slice use case
{€ UM} and geographical position in the multi-tier network.
The system bandwidth is composed of equal-sized physical
resource block RBs in the frequency domain.
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Fig. 2. Illustration of the system model.

B. Slice User Categorisation

Considering the slice use-case requested by QoS require-
ment and the geographical location of the users, we categorise
users into three:

1) Cat. I: &, is the set of eMBB users belonging to
MVNO h, nearest to the gNodeB, i.e., lies within a
distance range 0 < d,. In addition, the set of users
requesting mMTC slice belonging to MVNO h nearest
to the gNodeB, i.e., lies within a distance range 0 < d,,,
is denoted by My, j,.

2) Cat. II: The set of MVNO h eMBB users in the
coverage of a macro cell, however fairly distant from
the gNodeB within the distance range d,, < d < d,y,
is denoted as &, ,, and similarly, My, ., for the set of
mMTC slice users.

3) Cat. III: For the set of slice users belonging to MVNO
h, that is beyond distance d,, from the gNodeB, is
denoted as &, y. Likewise, My, s denotes the set of
mMTC slice users which are beyond distance d,,, from
the gNodeB.

The Categorisation of slice users according to their geo-
graphical location plays a critical role in the pairing of users
allocated to the same resource.

C. Channel Model

Specifically, our paper draws on the downlink of a single-
tier NOMA-based system model given in [11], [12]. Without
loss of generality, we assume mMTC and eMBB slice users
are static and moderately mobile users. We consider a slice
user i, with a path loss in dB given as [13]

pijhn =30+ 35 log(di%h), Y iy € {5h,j,./\/lh,j},

je{n,m, f}, (1)

where d; ;5 denotes the distance in metres of the slice user,
in, belonging to MVNO, h within the distance range, j €
{n,m, f}. For clarity, n,m, and f are from the categorisation
in subsection II-B. T; ; 5, denotes the channel gain of a slice
user which belongs to an MVNO, h, and given as,
10~ 22k

T @)

Lijn=
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where p; ;5 denotes the path loss given (1).

D. Non-Orthogonal Multiple Access (NOMA)

In this work, we consider a power-domain NOMA (PD-
NOMA) system. In PD-NOMA systems, slice users allocated
to the same frequency resource (i.e., PRB) are distinguished
by the respective power levels. The complexity of the SIC
circuitry in decoding users increases as the number of slice
users allocated the same resource increases. However, in
practice, the number of slice users on the same resource is
limited to 3.

For a NOMA system with 3 slice users on a resource block,
such that the channel gains of the 3 users are 'y, 1, I'y 1o
and I'; f 5, belonging to the same MVNO h, however with
different distances in the categorisation of near, mildly far,
and far, respectively. Employing the SIC, the data rate of the
respective slice users is given as

Pan Fan ]
Semhlanh) g i€ {Epn Man},

I 1
0gy(1+ N.B

j=n

n Py o n Lo, h
NoB + Pa,n,hrb,m,h ’

log,(1

Yi,j.h =
v bal S {gh,maMh,m}v j =m

n Pepnlesn )
NoB + Pa,n,hrc,f,h+ Pb,m,hrc,f,h ’

logy(1

Veie{ény, Mg, 7=1,
(3)

where P, ;. 1, Py m,h, and P, p denote the downlink transmit
power for Users iq .k, %,m,h, and ic f p, respectively. Herein,
Tann > Tomp > Tepn and Ponn > Pomn > Pegn
according to the principles and concepts of NOMA.

III. PROBLEM FORMULATION

In this section, the problem of maximum capacity in
a multi-tenant single-tier virtualised 5G Network in a
network slicing scenario is examined. To fully maximise the
capacity of the network, we formulate a joint power-resource
allocation problem in (4).

max
P; j n,Qi e

>

heH

Z Z ;. h,c th Yi,j,h (4)

ceC in€ly

s.t.
Cl: > aine=Fk VheM, Veel, 2<k,

ih€Th
C2 Y > > ineBen <kB, 2<k,
heH ceCin€ly

C3: > inePijn < Pe, VheM, Ve eC, je{n,m,h},

ih€Ln
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C4: Z Z Z Oéi,h,cpi,j,h < Pmanm .7 € {nvmvh}y

heH ceC in€ly
C5: Pijp >0, Vi €Tn, YheH, je{nmhl,

C6: a; ;n €{0,1}, Vin €Iy, YheH, je€{n,m,h},

The throughput of each MVNO is the summation of the
throughput of the three categories of slice users explained in
subsection II-B and therefore, the network’s total throughput
is the maximisation of the several MVNOs throughput
which is given in the objective function of (4). As shown in
@, I, = {5h’n UMpnUEhmUMpmUELyU Mh,f}.
B and C denote the PRB size and set of PRB. Constraint
C1 ensures the total number of users allocated the resource
block does not exceed the defined threshold k. For NOMA
systems, to reduce the complexity of the SIC circuitry k,
is usually set at values not greater than 3. Constraint C2
ensures that the bandwidth capacity of the gNodeB is not
exceeded. Moreover, C2 takes into consideration the number
of users allocated to the same resource block. Additionally,
constraint C3 ensures that the transmit power limit for each
resource block is not violated by the users allocated the
same resource block. Similar to C3, constraint C4 ensures
the power budget of the gNodeB is not exceeded. Constraints
C5 and C6 ensure the transmit power F; ;j, is a positive
quantity and the resource allocation variable «; ;j is either
0 or 1. The value of «; jp is 1 if and only if the resource
block is allocated to a particular user and O otherwise.

IV. PROPOSED SOLUTION

In this section, we present the detailed description of
the proposed solution to the maximum capacity resource
allocation problem in a NOMA-based virtualised network
stated in (4). First, we perform the user-pairing process which
is critical to the operation of the SIC in NOMA systems.

A. User-Pairing Process

We propose a user-pairing scheme that segments the gN-
odeB’s coverage area into k regions, where k is the number of
users that can be paired to the same resource (i.e., PRB in this
case). Moreover k£ > 2, however, to reduce the complexity
of the SIC circuitry, it is such that 2 < k < 3. This is
illustrated in Fig. 3. The pseudo-code of the user-pairing
scheme is described in Alg. 1. Furthermore, we simplify
(4) by transforming the objective function into a tractable
expression. The transformed expression is a summation of
the capacity of the MVNOs in the network. The power
allocation is critical to the capacity maximisation in NOMA-
based systems.

B. Joint Power-Radio Resource Allocation Scheme

A joint power-radio resource allocation scheme is proposed
that takes into consideration the constraints in (4) to ensure the
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Fig. 3. Coverage region segmentation for the user-pairing.

Algorithm 1 User-Pairing Scheme

1: Segment the coverage area into k

2: Set the distances threshold for k& segment

3: Create a pairing table (PT)

4: for h + 1 to |H| do

5:  Determine the distance of users from the gNodeB
6: for c+ 1to|C| do

7 Pair users from different segments in step 6
8 Update the PT

9:  end for

10: end for

11: return PT

efficient allocation of both transmit power and radio resource
blocks to slice users. The power allocation to slice users is
dependent on the location of the slice users and the application
of a power-splitting factor, 8,. The power-splitting factor is
dependent on the number of distance segments described in
subsection IV-A, such that,

k
> B<1, Byedo 1} ®)
qg=1

The pseudo-code of the joint power-radio resource alloca-
tion scheme is given in Alg. 2.

Algorithm 2 Joint Power-Radio Resource Allocation Scheme
1: Set the number of resources C

. Set the power-splitting factor 3 = {f1, B2, - -

: Set the Power budget of the gNodeB, P, 4.

: for h + 1 to |H| do

Set the max. power for each PRB, P,

P. = Phaz / |C‘

Attribute S to users based on their distance threshold

: 76k}

[T NN RNY

a

7. for c < 1to |C| do

For users paired: P; i, p, = 4P
9: end for

0: end for

*®

—_

C. DNN NOMA-Based Model

Deep learning is a branch of machine learning that employs
neural networks (otherwise known as DNNs) as function
approximators, with a particular emphasis on stacking many
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layers of structurally similar components such as neurons,
activations, biases, weights, and layers in order to define
the multilayer perceptron (MLP), a simple model that is
iteratively composed of these basic components [14]. As
illustrated in Fig. 4, the DNN is made up of many hidden
layers whose weights are trained by the data set feed into the
DNN. In this work, our DNN-NOMA based model is designed
following the stages depicted in Fig. 5.

INPUT -. ouTPUT
ouTPUT
LAYER
HIDDEN
LAYER 3
Fig. 4. DNN with hidden layers [15].
N Test
Data
Y
Model
Data -l Data N - > Model Model
Acquisition 71 cCleaning > Téi:ir;:;gg& Testing Deployment

A

Fig. 5. DNN NOMA based model generation process.

1) Data Acquisition: Herein, the data used in modeling
the DNN-NOMA based model is generated with the aid of
the Monte Carlo process (i.e., over 200000 runs) in MATLAB
environment. The deployment of the NOMA-based network
was performed in the MATLAB environment, with several
scenarios of network simulated to determine an average
value of the network performance metric. Furthermore, the
throughput of each user per scenario is captured in the data
set. The input data is of the form given by

’LnPUt: {517 527 637 647 657 66}7 (6)

where d; and Jo denote the position coordinates of the user;
63 and &, denote the coverage radius and number of users in a
cell. The power budget and resource capacity of the gNodeB
is denoted as &5 and dg,respectively. The throughput of each
user is represented as &7 is the target in this case. The data is
stored in CSV format.

2) Data Cleaning: The cleaning process in this work is
performed in a python pandas environment. The cleaning is
done using data wrangling to clean null cells and other data
engineering processes.
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3) Model Building and Training: In building the model,
we employed the tensorflow framework [16], keras [17],
and scikit-learn libraries [18] in a python environment. The
model is designed using a sequential model owing to its
simplicity with 3 hidden layers. Each layer is made up of
6 rectified linear unit (relu) [19] activation neurons. Owing
to the large data set used in training, a batch mode technique
of capturing the data set is employed, with the epoch set at
300. We chose an Adam-based optimization algorithm [20]
which can replace the classical stochastic gradient descent
owing to fast convergence, superior handling of memory and
sparse gradients. It is a first-order optimisation algorithm that
optimises the loss function by iteratively updating the weights
of the neurons based on the training data. A simplistic pseudo-
code of Adam optimiser is described in Alg.3.

Algorithm 3 Adam Optimiser

1: Initialise moment vectors

2: 1 0 Initialise step

3: while Parameters not converged do

4 1+ 1+1

5 Get gradients at step ¢

6:  Update biased moment estimates

7. Compute bias-corrected moment estimates
8:  Update parameters

9: end while

4) Test Data: Using the train-test-split technique from
sklearn libraries, we split the data set into training and test
data. In this work, 70% of the data set is used for the model
training and the remaining 30% is then used for performing
the test process.

V. RESULTS AND DISCUSSION

In this section, we evaluate the performance of the DNN-
NOMA based model in a python environment. We considered
a single-tier network with one MVNO. The slice users were
uniformly distributed across the coverage of the gNodeB. The
gNodeB is assumed to have a bandwidth capacity of 5MHz
(i.e., 25 PRBs). Besides, the proposed scheme can be deployed
in networks with larger bandwidth size.

A. Impact of Power Budget on Network Capacity

First, we investigate the performance of the DNN-NOMA
based model with number of slice users set at 14 and cell
radius varied at 500m and 750m, respectively in Fig. 6.
We observe that network throughput increases as the power
budget increases. Moreover, the DNN-NOMA follows the
same increasing trend as that of the NOMA based scheme.
However, the DNN-NOMA based scheme outperforms the
NOMA scheme.

B. Impact of Number of Slice users on Network Capacity

Figure 7 presents the impact of the slice user on the total
network throughput. In Fig. 7, we set the power budget of
the gNodeB to 40W and the coverage radius of the cell to
150m, while the number of slice users is varied. From Fig. 7,
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Fig. 6. Impact of power budget on network capacity.

we can observe that the total network throughput increases as
the number of slice users increases. This is as a result of the
increase in the demand for radio resources by users on the
network. Moreover, the DNN-NOMA follows the increasing
trend of the NOMA scheme.

35} i R= 150m DNN-NOMA
R=150m NOMA

30 [ | =0~ R=250m DNN-NOMA

=1~ R= 250m NOMA

Network Throughput, (Mbits/s)

4 6 8 10 12 14 16 18 20
Number of slice users

Fig. 7. Impact of number of slice users on network capacity.

C. Impact of Cell Radius on Network Capacity

Figure 8 shows the impact of the cell radius on the
network throughput. Herein, we vary the cell radius from
100m to 500m and set the number of slice users to 20 and
the gNodeB’s power budget to 40W. We observe that the
network throughput decreases as the cell radius increases.
This is owing to the effect of distance on the path loss and
consequently the channel gain. Additionally, the DNN-NOMA
based model outperforms the NOMA scheme.

D. Convergence of the DNN Model

In Fig. 9, we investigate the convergence of the DNN-
NOMA based scheme after training the model. The DNN-
NOMA is observed to converge fast at about the 10th to
20th iteration. Although DNNs are known to converge fast,
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however, the choice of the adam optimization algorithm
enhances the convergence of the DNN-NOMA model.

validation

Fig. 9. Convergence of the DNN-NOMA based Model.

VI. CONCLUSION

In this paper, we have proposed a DNN-NOMA based
model that considers the maximum capacity of the network in
a virtualised 5G network. The DNN model was trained using
data generated via over 200000 runs of Monte-Carlo simula-
tion for each network scenarios. Different network scenarios
were randomly chosen to enhance the learning capabilities
of the DNN-NOMA based model. The DDN-NOMA based
model is shown to have outperformed the traditional NOMA
approach.
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Abstract—Radiofrequency (RF) electromagnetic fields (EMF)
radiation exposure to human, most especially the mobile device
users has been a serious concern in wireless network. Therefore
there is a need to address and afterwards increase the health
awareness regarding the radiation exposure of wireless networks
to the public. This paper investigates the effect of minimizing the
exposure index (EI) and specific absorption rate (SAR) induced
in fifth generation (5G) wireless networks and its impact on the
quality of service (QoS) of the users in the network. With the
aim of minimizing the EI on mobile user, we propose a power
control algorithm that solves an optimization problem formulated
to minimize the EI while guaranteeing the QoS requirement of
users. Given that the radiated SAR and EI are characterized by
power density in the wireless network, the proposed algorithm
controls the transmit and received powers subject to interference,
power and QoS constraints. Simulation results show that the
proposed scheme reduces the effect of both SAR and EI on users
in 5G network while satisfying the required QoS in terms of
the data rate. Furthermore, the results reveal that both SAR
and EI are tolerable and fall within the threshold set by the
International Commission on Non-Ionizing Radiation Protection
(ICNIRP) when compared with the ICNIRP standard.

Keywords—5G, RF-EMF exposure, QoS, SAR, exposure index,
radio frequency interference, power control.

I. INTRODUCTION

Fifth generation (5G) network is expected to improve the
quality of service (QoS) of users in its network. To achieve this
high gigabit-per-second (Gbps) data rates, 5G networks have
been operating around the frequency of 6GHz. It is expected
that future 5G networks will be deployed using the promising
millimetre wave (mm-wave) communications band of 28 and
39 GHz. Operating with such high frequencies will reduce
the coverage areas of the access points (APs) in 5G network.
Therefore, proper network planning is necessary and a large
number of small cells is expected so as to make up for the
reduced coverage area especially in crowded areas in the heart
of the cities. This proliferation of APs and antenna such as
massive MIMO brings about the needed signal to interference-
noise ratio (SINR) in the network along with corresponding
increase in the power density and unfortunately the challenges
of increase in the interference and exposure in the network as
presented in Fig. 1 [1], [2]. However, compared to the previous
generation of wireless generation networks, i.e. the existing
third and fourth generation networks, the maximum transmit
power is lower in 5G than the mobile device power levels [3].

RF-EMF exposure metric known as exposure index (EI)
[4] is evaluated using the electric field strength, magnetic
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field strength, power density, specific absorption rate (SAR),
as well as considering the variability of other factors such
as environment, the conductivity and the mass density of
tissue. The radiation emitted from APs and mobile devices is
analysed and compared with the limits set by the International
Commission on Non-Ionizing Radiation Protection (ICNIRP)
[5].

It is therefore necessary to manage EM radiation in 5G
wireless networks using both green and blue wireless commu-
nications. Green communication reduces the energy cost, in-
crease the energy efficiency of base stations, and also increase
the battery life of user device, whereas, blue communication
reduces the SAR, exposure and time of transmission. In both
green and blue wireless communications; less energy, less cost,
less power, and transmission time are used especially in the
uplink transmission [6].

Fig. 1.
network

An architecture depicting radiation exposure in an ultra-dense 5G

In exposure management, there are many methods of
reducing exposure such as transmission time reduction, power
density minimization, beamforming technique and data usage
reduction etc. However, in 5G networks, it will be practically
impossible to reduce the radiation exposure by minimizing
data usage since 5G is expected to solve the problem of
data explosion. Therefore, this research focused on minimising
the transmission time and power/energy since the impact of
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power control in the network will reduce UE transmit power,
hence, minimize EMF exposure and at the same time reducing
the interference [7] in the network. The reduction factor for
radiation exposure index (EI) in our work is evaluated as the
power density. The proposed power control and optimization
algorithm minimizes the characterised EI in the form of the
power density in a simulated 5G network. In this paper, to
achieve a reasonable tradeoff between radiation exposure and
needed QoS amongst users in the network, we investigated
the effects of lower transmit power and lower SINRs in
the network, we maintained acceptable QoS with low EMF
in both uplink (UL) and downlink (DL) transmissions, and
we developed a scheme that uses effective power control
mechanism in reducing the RF-EMF radiation exposure in a
5G network. The performance of the proposed schemes was
evaluated through simulations, and the results show reduced
users’ interference and radiation exposure in the network while
satisfying the users’ target QoS. This research work again
increase the health awareness concerning radiation exposure
of 5G wireless networks.

A. Contributions

The main contributions of the paper are as follows:

e  We evaluated the specific absorption rate and exposure
index of the users in the 5G network.

e We formulate an optimization problem to minimize
the total exposure index of users in the network.

e  We propose an EI power control algorithm (EIPCA)
that minimizes the EI through the transmit and re-
ceived powers in the network that solves the radiation
exposure problem.

e  Through simulation analysis, we evaluate and validate
the proposed algorithm with the target QoS values and
IC exposure thresholds.

The rest of the paper is organised as follows. In Section II,
we briefly review the related works. The proposed system
model is discussed in Section III, the problem formulation is
defined in Section IV. The proposed solution (algorithm) and
its performance evaluation are presented in Sections V and VI
respectively. Finally, Section VII concludes the paper.

II. RELATED WORKS

RF-EMF radiation exposure induced by wireless networks
has garnered increasing attention recently, most especially
after many conspiracy theories linking COVID 19 and 5G
network. Several works in the literature have investigated this
research area differently. In this section, recent and relevant
studies regarding RF-EMF radiation in wireless networks are
reviewed.

In [6], the author presented a study on the quality of expe-
rience (QoE) and EMF trade-off and how to reduce exposure
index in 5G mobile networks. Sarrebourse et al. in [8] proposed
a new exposure metric EI, and deployed low-complexity
dosimeters to measure and provide the exposure information in
the city. In [9], the authors presented a study on whole-body
and localized SAR and dose prediction. They calculated the
absorbed doses with the measured SAR values by multiplying
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the time duration of the exposure and showed the influence of
phone call duration on the total absorbed dose. The authors
concluded that SAR is lowered when more base stations with
lower transmit power are installed. However, the absorption
due to UL transmission of the other users is not accounted
for. Authors in [10] presented the strategies of reducing the
global EMF exposure, their exposure is strongly linked to
user’s behaviour e.g. mobility of user increases exposure, since
a user experience frequent handovers and mobility increases
signalling. Other factors presented that influence exposure are;
user profile, type of services, and duration.

In [11], the authors minimized EMF exposure while achiev-
ing a target QoS and maximize the network capacity while
remaining below the legal thresholds. The EMF exposure is
characterised with UL transmit power and DL power density,
the small cells’ inter-site distance (ISD) were varied using
50m, 100m, and 200m with the optimal network parameters.
A 50m & 100m ISD cause a strong reduction on the DL
EMF exposure. UL EMF exposure improve significantly when
the distance between users and small-cells (SC) decreases.
The authors concluded that 5G network brings APs closer
to the user, and reduces UL transmit power using smaller
BSs. D. Plets et al. [12] presented an exposure prediction
method based on the measured values, the power was then
used in calculating and predicting the SAR values and also
the ElIs. The authors compared the induced exposure of UMTS
macrocell, UMTS femtocell, and WiFi VoIP. It was concluded
that WiFi radiates more exposure due to no power control
algorithm. Macrocell is better and femtocells is the best in
term of exposure emission. Authors in [13] suggested ways of
managing and reducing EMF levels without compromising the
users’ QoS. Some of the methods suggested include; efficient
handover management, RATSs, populations, and power control.
In [14], the authors proposed a user scheduling scheme for
reducing Electromagnetic emission in the UL. They formulated
a user scheduling/power allocation scheme that minimized
the EM exposure of users by minimizing the total energy
dissipated towards each user subject to transmitting a target
number of bits.

In this work, the radiofrequency electromagnetic fields
(RF-EMF) radiation exposure induced in a 5G network is
characterized by EI and evaluated with the power flux densities
between the users and the access points (APs) in the network.
We therefore propose an RF-EMF emission exposure reduction
scheme to reduce the total exposure index in the system. The
optimization problem is solved by minimizing the total EI sub-
ject to transmit power, QoS, interference and other constraints.
We validate the performance of our proposed scheme through
simulations, with RF-EMF and QoS metrics. Also, the results
are compared and discussed with the established global limits
recommended by ICNIRP.

III. SYSTEM MODEL

The system model considered in this paper is illustrated
in Fig.2. The considered scenario assures a typical ultra-dense
5G network. The users are crowded with a high numbers of
access points L as expected in any urban centre. These access
points propagate radio wave signals to a set of users U that
are assumed to be immobile, hence, these users are susceptible
to radiation exposure within a distance di, and cross-sectional
area Al . We denote the signalling power of user u to the

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



serving AP [ in the uplink transmission as Pu 1> and Pu w1 is
the received power of user u from the serving AP [ in the
downlink transmission. The exposure radiation on each of the
users is equivalent to the sum of the interfering power densities
generated both the APs and the user’s device at that particular
location. The spectral power density, S! (W/m?) which is

o

Fig. 2. System model of a typical ultra-dense 5G

the ratio of EIRP incident perpendicular to a surface and the
cross-sectional area (AL ) of the surface of the radiated radio
wave. The power density closed-form expression is given as
[15],
2
PT*GT PT*GT ’EQZL‘

l _ _
Sh= - AL~z (1)

where Z, is the characteristic impedance of vacuum (free
space) which is 1207Q = 377Q. E! (V/m) is the electric
field strength of the radiated radiofrequency electromagnetic
wave. Therefore, Eft is expressed as.

PT*GT
Ard?

El = | Zx(

u

) - 2)

The SAR[W /kg] is the rate of energy absorbed by or de-
posited per unit mass per unit time and it is derived from the
induced electric field strength using the electrical conductivity
of the tissue o (S/m) and the tissue density p (kg/m?3), which are
assume constant for all the users in the network. Consequently,
SAR! is expressed as

SAR. = |EL|*+Z =
P

Finally, the EI is evaluated in (4) as the ratio of the evaluated
SAR taken for an average duration of 6 minutes interval or
local exposure or 30 minutes interval for whole-body exposure
and the corresponding maximum limit [16].

SARuevaluated (4)

EJl = Z""uevaluated
v SARmaxlzmzt

The ICNIRP defined the SAR maximum limits to be 2w/kg for
a local exposure and 0.08w/kg for the whole-body exposure.
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IV. PROBLEM FORMULATION

We consider the uplink of multiuser 5G networks, as
depicted in Fig. 2 where single-antenna APs communicate
with U uniformly distributed single antenna users. The system
uses a total bandwidth B divided into C' equal subcarriers. We
assume that time is split into 7', each of length £. A subcarrier
can be allocated to at most one user in a time domain but a user
can have more than one subcarrier in a 7' i.e. more than one
physical resource block (PRB) (T *C'). Hence, the throughput
located to a user u in RAT [ can be expressed as [17]:

T C
Pue(t) [hue | (2)
szi‘c(t uc(t lOg <1+W YueU

t=1 c=1
(&)

where bl, .(t) denotes the bandwidth of a subcarrier, p!, . ()

and |h 2( ) represent the transmit power and channel gain,
respectlvely, of user u on subcarrier ¢ in RAT [ at time ¢. The
parameter aclu}c(t) represents the subcarrier allocation index
of user wu, such that !, . (t)= 1 if subcarrier c is allocated to
user u in RAT [ at time ¢, otherwise, x!, . (t) = 0. Ny is the
noise power per subcarrier. Additionally, Iflyc(t) accounts for
the interference from users transmitting on subcarrier ¢ at time
domain t in the neighbouring cells such that

l
u,c

L

> o) |h

v=1, v#l

2
I'lu,c(t) = ('u) c (t) (6)

where ‘h (e l (t) denotes the channel gain of user  on the

subcarrier ¢ in cell v to the BS in RAT [, while L represents
the number of RATS in the system.
The total EI exposure of the system can be expressed as in [6]

Nperiod Ninaiv NRATs PTacl
l UL u,c,
EI' = § § § TVL«SARYY 2

P

+ TPL «SARIY ] (7
where ET,, ! denotes the contribution of user u in sector RAT [
to the EM exposure index. SAR l is the localised averaged
SAR of the u user mobile device (from UL). SARu 7, 1s the
whole-body averaged SAR of the u user mobile device (from
DL), while PTe % and PT};? represent the incident reference
transmit and received powers. PT””l is the signalling power
of user the u to the serving AP [ in the uplink transmission,
P,ffyl and is the received power of user the u from the
seerg AP [ in the downlink transmission. TUL s the time
of exposure and posture accounted for in the uplink, while
TEZLJ & 1s the time of exposure and posture accounted for in
the downlink. Moreover, the signalling power Pg ¢, and the
received power Pf’c , can be computed using power control as
stated below [18]:

Prti=min{P _ . ;P,+10log;oM+ axPL,

UE (®)
+ amcs+ f(Al)} [dBm}

PR =P+ axPL, [dpn)] )
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where P,,qu UE depends on the UE and is the maximum

power allowed in uplink transmission. M is the number of
PRBs allocated per user. P, is cell-specific and is the power
contained in one PRB. « is the pathloss compensation factor
and ranges between 0 and 1. PL,, is the estimated pathloss for
the UE. 0,5 is the modulation code scheme dependent offset
and it is UE specific. f(A;) is the closed-loop correction
function.

Consequently, our RF-EMF emission exposure reduction
scheme aims at reducing the total exposure index (EI) in the
network, the objective function of the optimization problem is

stated in (10),
L U
. 1
min El E (ET,) (10)

Subject to
U C ! 12
Pl () |hl . |7 ()

C1:bl§§ Lol 14— tuwel 17} <B

u,c - - xu,c( ) 0gs ( + N0+ Ii,c (ﬁ) —

v 1
C2: > N al 1) P (t)<Pr vt,

u=1c=1 ”

U
C4:  Tuel®) Z (IL (1)< I Veel,
C5 - RZLWL §R5L7C YueU.

C1 is the total bandwidth constraint set across the total PRBs
for all users. C2 is the power constraint, it indicates that
the total power budget is lesser than the maximum power
threshold. C3 is the subcarrier allocation constraint. C4 is
the interference constraint, it ensures that the interference
threshold, I;*" is not exceeded, and C5 is the target data
rate constraint for each user u. The objective function in
(10) is formulated as a Mixed Integer Non-Linear Program
(MINLP) and EI power control algorithm solves the problem
by minimizing the exposure index without compromising the
QoS of the users.

V. PROPOSED ALGORITHM

In the proposed algorithm, we solve for the optimization
problem in (10) by determining the feasible power solution
needed to achieve the needed SINRs that give the required
data rates for each user. Since EI is a function of power and
time of transmission, the EI is minimized by optimising the
transmit power and the transmit time. More importantly, for
all users in the network, there is an agreed minimum data rate
need for the class of service/slice/use-case the mobile device
is offered. Therefore, while the objective is to reduce both
the transmit power and the transmission time of signals to
minimize the total exposure index of the user as given in
(10), the required data rate must be satisfied according to
constraint C5. The total bandwidth constraint set across the
whole PRBs for all the users in the network must also be
satisfied as in C1. The objective function in (10) also ensures
that the total power budget is less than the maximum power
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limit as specified in C2. This is made possible with the pathloss
compensation factor (o) and power control in (8) and (9).
Consequently, the subcarrier binary allocation and interference
threshold constraints must be satisfied while optimizing the
exposure index as described Algorithm 1.

Algorithm 1 EI Power Control Algorithm (EIPCA)
IHPUtS: GT, Zo; Por «, Br fc’ )\; hg’ D’ U, L, C, du;

Outputs: S, SAR!, E!, R, , I' ., EI',

1. Given the set U where uelU

2. for each user u do

3 Initialize the values of P[***, p, o, and

SARmaxlimits
4. Setl,, =0, t=T,and Ve=1,23,....C

5. while Pl <Pprae V APs and u do
6. I}Mg e

7 Yo b () <B

8. RmingrRl

9. end while vuel,
10.  Solve for the ET', as in Eq. 10.

11. if R""<R! . then

12. Determine EI L

13. Terminate if the optimal solution is found
14.  else

15. Increase pl, . or set pl, , = Pe”

16.  end if

17. end for

VI. PERFORMANCE EVALUATION

In this section, we simulate our system model and evaluate
the performance of our proposed exposure index power control
algorithm. The simulation parameters used for the experiment
are as shown in Table L.

A. Simulation Environment

We simulated a wireless network with 5G RATs and 4G
RATSs as the umbrella network in a MATLAB [19] environ-
ment. Random number of users were uniformly distributed in
the coverage area of radius 50m for the 5G APs (gNobeB)
and 500m for the 4G APs (eNobeB). The radiated SAR,
El to each of the network users were evaluated using the
system parameters. The proposed algorithm minimized the
overall EI of these users taking into consideration the received
and transmit powers, minimum data rate, and other QoS
constraints.

B. Simulation Results

In this sub-section, we discuss the performance of the
proposed scheme and for comparison, we assume a conven-
tional 5G network algorithm where the evaluated users’ EI
is not optimized to benchmark our proposed algorithm. The
simulation results are presented with different performance
metric below.

1) Impact of Network Interference Level on Users: As the
number of users increase in the network, it leads to additional
interference in the network that affects the users. The result
in Fig. 3 shows that the interference level is higher in the
conventional 5G network when compared with the optimized
value for the same number of UEs/APs. Also, the interference
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is lower than the tolerable interference limit of -116dBm
(2.5¥10"'°w). This further shows that the interference is
proportional to the RF-EMF radiation in the network. It
also means that minimizing the RF-EMF radiation exposure
reduces the interference in the network as well.
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Number of users per AP

Fig. 3. Tolerable interference of users vs. number of users
TABLE 1
SIMULATION PARAMETERS AND VALUES

Parameter Value

Number of RATs 3

Number of APs/RAT 2

Number of Users Random
Spectrum allocation 80 MHz

Carrier frequency 6 GHz

Channel model 3GPP

Data rate linit (R;"") 2.5Mbps

Max UE power (P;*%%) 0.25 W [24dBm]

Max AP Tx power 20 W [43dBm], 025 W
[24dBm]

Prey 1w

Tolerable interference (I;,'“") -116dBm

UE thermal noise density (No) | 10~ W [-100 dBm]

Slot duration (T) 1 ms
Scheduling frame 10ms
Overall interval 20s
Cell-level user distribution Uniform
Conductivity of the tissue (o) 0.97 S/m
Mass density of the tissue (p) 1000 kg/m3
Characteristic Impedance (Z,) 12072 = 37702
Power Control Open-loop
Pathloss exponent () 0.7
Antenna height 35m, 50m
UE height 1.5m

10~ ¥W [-100 dBm]
8 dB standard deviation
50m, 500m

2) Effect of Power Density on the entire network: There is
a rising complexity in the future of 5G and next generation
networks (NGN). It is evident from Fig. 4 that as the users
and access points increase in the network, the power density
experienced by a user at a point and the radiation exposure

UE thermal noise density (No)
Log-normal shadow fading
Cell coverage radius
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increase. From this, it is depicted that the denser the network,
the higher the power density and radiation exposure. Therefore,
the main issue concerning RF-EM radiation of an area is more
of the ultra-denseness of the network (such as massive MIMO)
than the radio access technology (RAT) in that location.
Although next generation RATSs use higher frequency such
as millimetre wave frequency, but it has been shown that the
higher frequency is compensated for by its shorter wavelength
[20]. Furthermore, the Fig. 4 shows that the highest power
density experienced at any point in the network is lower than
the limit of 10W/m? set by U.S Federal Communications
Communication (FCC) for frequency above 6GHz [20].
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Fig. 4. Power density of users vs. number of users per AP

3) Impact of QoS (in terms of Data Rate) trade-offs on
Users: Figure 5 shows the graph of data rate (QoS) of users
in the network against the EI. The data rate is lower in the
proposed algorithm as compared with the conventional 5G
network. However, the proposed algorithm offers more data
rate than the needed QoS limit of 2.5Mbps for all the users.
Also, the EI is quite lower in the proposed algorithm as
compared with the benchmark algorithm. Therefore, it can
be inferred that our proposed algorithm offers better QoS
(required data rate and lower EI) in the network. It is worthy
of note that all of the exposure indexes calculated are lower
than the standard limits recommended by the IEEE [22] and
the ICNIRP [5].

4) Impact of Specific Absorption Rate (SAR) on Network:
The specific absorption rate in the network is presented in
Fig. 6. Similar to the QoS metric in Fig. 5, the SAR of the
different users is reduced in the proposed algorithm compared
with the conventional 5G network algorithm. This shows a
relationship between the power density (W/m?), SAR (W/kg)
and the exposure index radiated in wireless networks. More
importantly, the SARs are much lower than the recommended
limit of 0.08W/kg advised by ICNIRP.

VII. CONCLUSION

In this paper, we presented a proposed power control algo-
rithm that minimizes the radiation exposure in 5G networks.
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The

algorithm solves an optimization problem that minimizes

the RF-EMF radiation in the network taking into account the

QoS

constraints such as the data rate, power and interference

limits. We employed the EI, power density, SAR and the

data

rate to evaluate the performance of the proposed scheme.

Simulation results show that the EI and SAR radiated in the
network can be minimized using the transmit power without
compromising the QoS of the users. Results also demonstrate

that

the recommended exposure limits advised by the ICNIRP

[5] and IEEE [22] are complied with in the simulated 5G
network.
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Abstract—Next-generation digital communications networks will
likely precipitate a shift from traditional technical system-centric
to more dynamic user-centric network architectures of the future.
To this end, there has been a concerted effort to integrate Quality
of Experience (QOE) requirements into the 5G ecosystem to
emphasise the importance of integrated network design with the
end-user at its epicentre, and the transition from more traditional
Quality of Service (QoS) dimensions. One particular area where
QoS dimensions will be mapped onto QoE is that of haptic-
enabled Internet technologies. These technologies are envisioned
to leverage the Ultra-Reliable Low-Latency Communication
(URLLC) characteristics of 5G Networks. The anticipated shift
from content-centred to control-based user-centred network
architectures will result in the augmentation of the experience of
human end-users who will be capable of performing a set of tasks
through the manipulation of real and virtual objects via wireless
communication channels. Beyond network-centric QoS, user-
centric QoE will augment human-in-the-loop (HITL) use cases
which will increasingly become a core component of next-
generation digital network-enabled technology applications. This
QoE approach will also have implications for emergent Quality of
Task (QoT) dimensions, owing to the task-sensitive nature that
will become synonymous with future URLLC-supported haptic-
enabled Internet architectures. In this paper, we explain the shift
from the traditional system-oriented QoS to the user-centric QoE-
oriented next-generation digital networks by drawing on the
example of emergent 5G (URLLC) and haptic-enabled Internet
architectures for remote task performance applications. Further,
we explain the significance of the HITL component, and describe
the link between QoE and emergent QoT concepts.

Keywords—Quality of Service (QoS), Quality of Experience
(QOE), Next-Generation Digital Communication Networks,
Haptics, 5G, Ultra-Reliable Low-Latency Communications
(URLLC), Human-in-the-Loop (HITL), Quality of Task (QoT)

I. INTRODUCTION

Despite the promise of next-generation networks like 5G [1],
6G [2], and quantum communications [3], there is still
uncertainty about their successful diffusion. One particular
question for which there is currently no conclusive answer is
that of what consumers would expect of next-generation
network-enabled technologies. The factors that would play a
critical role in ensuring that consumer expectations are fulfilled
must be identified [4]. There is a degree of consensus among
researchers and practitioners on the technical requirements of
next-generation communication networks that have been
formally standardised, e.g. 5G. Historically, performance
monitoring and management in communication network
standards has been focused on the key performance indicators
(KPIs) linked to Quality of Service (QoS) based technical
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requirements. However, for next-generation networks, this
paper argues that, in order to adequately address consumer
expectations in emerging use cases, it is important to shift
focus from a traditional network-centric QoS perspective to a
user-centric Quality of Experience (QoE) / Quality of Task
(QoT) perspective.

There has been a concerted effort to integrate QOE
requirements into the 5G ecosystem to emphasise the
importance of network design with the end-user at its epicentre
[5]. To achieve this, it is, therefore, necessary to identify and
analyse those essential attributes with which researchers and
practitioners can contribute towards shaping QOE-centric
networks as part of the broader future network ecosystems (e.g.
5G) [5]. This will ensure consistency, transparency,
personalisation, and differentiation in service delivery, which
are all core aspects of next-generation networks, the first of
which will be 5G [4]. As such, a move towards a QoE-based
network and user-centric architecture would be a key
differentiator heralding the transition from 4G to 5G and future
networks.

Future 5G networks will support three generic services,
namely Extreme Mobile Broadband (eMBB), Massive
Machine-Type Communication (mMTC), and Ultra-Reliable
Low-Latency Communication (URLLC). For each of these
generic services, there are specific requirements such as data
rates in eMBB, number of devices in mMTC, and latency and
reliability for URLLC. A key driver of future digital neworks
in the era of 5G and beyond will be the anticipated QoE from
the perspective of the end-user. This is expected to be an
essential feature of next-generation digital network-enabled
applications.

Increasingly, the notion of user centricity will require digital
networks that support URLLC use-case applications, which
will be critical to enabling the required QoS for optimal user
QOE levels [6]. One particular area where QoS dimensions will
increasingly be mapped onto QOE is emergent haptic-enabled
technologies. These technologies are envisioned to leverage
5G URLLC capabilities, signifying a paradigm shift from
content-centric to control-based network architectures to
empower human end-users as task performers who will be able
to manipulate real and virtual objects through wireless
communication channels or information transfer media [7]. In
other words, URLLC 5G and future network and haptic-
enabled technologies could remotely enable physical
experiences and real-time control, to transform the more
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traditional current content delivery-based communication
channels into task-oriented skillset delivery-based networks
[8], [9]. Next-generation digital networks such as 5G must
account for the diversity of existing and emerging use cases as
well as the various demands for numerous service types. These
requirements would only be addressed by a shift from system-
centric to user-centric architectures e.g. haptic-enabled Internet
for remote task performance. With the customer
personalisation and service differentiation that will be
synonymous with 5G and future networks, different use cases
or services will demand various QOE requirements. End users
do not have uniform QoE requirements. As such, QoS in the
more conventional pre-5G network services e.g. 4G LTE, is an
insufficient dimension with which to capture such distinct
modalities. These can only be adequately represented via QoE-
oriented network and application management approaches.
Inevitably, QoE must be infused into 5G systems and beyond.
User experience as QOE requires that the human operator is
infused into the assessment process. Beyond QoS, QoE will
bring into focus the human-in-the-loop (HITL) component,
which will increasingly become a core attribute of next-
generation digital network-enabled technology applications.
For future use case scenarios where, for instance, an Internet
based on remote physical interaction is to be realised, the HITL
must be a key player. QoE will also have implications for the
emergence of QoT dimensions which will stem from QoE,
owing to the task-dependent nature that will come to
characterise URLLC-supported 5G and haptic-enabled remote
physical interactions that will be typical of future
communication network applications. QoE refers to how much
a physical interaction across a network compares to the same
manipulation if performed in a real-world environment,
accounting for discrepancies in physical interaction and
relating to the transparency of the system [10], [11], whereas
QoT denotes the precision with which a haptic-enabled user
can perform a given task using a system or tool support
function [12]. Thus, for digital communication networks of the
future, the traditional QoS-driven measurement models in their
current state will no longer suffice. The purpose of this paper
is to highlight, using the example of emerging 5G URLLC
network and haptic-enabled Internet architectures, a shift from
the traditional system-oriented QoS, to more dynamic and
interactive user-centric QoE-sensitive next-generation digital
networks of the future. There are three main contributions of
this paper. First, we discuss a paradigm shift from traditional
system-oriented QoS to more dynamic and interactive user-
centric networks of the future. Second, we draw on proposed
future 5G (URLLC) network and haptic-enabled Internet
architectures and examples of related real-world use cases.
Third, we propose methods through which their applications
can be empirically tested and validated. The rest of this paper
is organised as follows. Section Il discusses concepts of QaS,
the emergent QoE paradigm, and within it QoT. Section Il
highlights future applications synonymous with 5G URLLC
network and haptic enabled future Internet architectures and
related use case examples. Section IV describes the HITL
aspects of a haptic-enabled Internet and the link between QoE
and QoT. Section V outlines future research directions and,
finally, Section VI provides the conclusions to the paper.
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Il. THE SHIFT FROM QUALITY OF SERVICE TO QUALITY OF
EXPERIENCE

In the telecommunications sector, there has been a heavy
reliance on QoS as a metric of overall performance, yet its
measurement is focused only on technical network
performance. With emerging next-generation digital network
applications, such as 5G URLLC, there is a gradual shifting
towards quality improvement through a more user-centric
approach [13]. It will, therefore, be necessary to incorporate
QoE in currently QoS-focused network technologies. This
linkage will be contingent upon integrating technical-level
QoS with user experience dimensions. Consequently, the
question of how to integrate QoS and QoE from a user-centric
perspective will become more critical. In the near future, user
behaviour must be mapped to technical network QoS-oriented
features and specifications [13]. According to the 1TU
Telecommunication Standardisation Sector 1TU-P.10/G.100,
QoE is broadly defined as a measure of the “level of user
acceptance towards an application and service” [14]. This must
necessarily be a subjective dimension, which can be difficult
to quantify. Services rendered with very low levels of QoE can
result in user dissatisfaction, whereas the over-use of service
resources may occasion resource-wastage. A comparison
between these components is, therefore, necessitated. When
QOE is attained and maximised by the user, then maintaining
consistent QOE levels becomes increasingly important. In
general, QoE is a non-linear function of QoS such that if
network optimisation is based solely on QoS, it may not
necessarily lead to optimal QoE. This makes the definition of
a relationship between the technical QoS affecting QoE less
linear. Thus, QoE cannot be directly captured using network
measurements. QOE is, instead, a metric of satisfaction levels
associated with the service and application, and must, therefore,
incorporate user perception characteristics in given task
environments. The environment involves the user task
performance setting or those domains in which services in a
given framework must operate. Thus, transitioning from a QoS
to QoE-centric network management would signify a change
from more traditional networks such as 4G LTE to more
dynamic digital networks of the future such as 5G with
URLLC capabilities [15]. Apart from QoS, which is typically
a technical, objective concept, user-focused dimensions such
as cost, availability, utility, and usability, directly affect user
satisfaction, and by extension, perceptual QoE. A common
assumption is that QoS, which is primarily focused on the
optimisation of network attributes, will automatically lead to
the rapid adoption of ICT products or services on the part of
the user-consumer. However, QoS typically has little influence
on the end-user. Although higher QoS can lead to improved
QoE in some instances, there is no guarantee that attaining
certain pre-defined QoS thresholds will necessarily result in
high(er) user QoE. QoE not only accounts for observed
technology performance above and beyond QoS, but also for
what users can do with a particular tool or system, what they
expect from it, what their expectations are, how much these
expectations are met, and in what task domain or context they
use given technology tools and systems. Notably, the QoE
dimension of “usability”, observed as user behaviour when
using technology, indicates the degree of effectiveness,
efficiency, and satisfaction with technology. The higher the
usability, the easier it is for the user to perform a given set of
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tasks. As such, if a product or service is difficult to use, users
will likely not adopt it and assess it in terms of a low QoE, even
if it considered state-of-the-art from a technical QoS
perspective. Emerging future Internet applications must
impose high requirements, thus requiring networks which
allow ultra-reliable and low-latency communication to meet
the challenge of rendering the QoS needed to maintain
optimum user QoE levels [6]. A key challenge posed in the
development of mobile 5G neworks is the rendering of low-
latency transmissions with adequate user QOE. As such, the
assessment of QoE in haptic-enabled Internet applications
warrants further investigation [6]. In a 5G URLLC network
and haptic-enabled Internet, performance-related measures can
incorporate the QoE, QoT, and QoS dimensions, interlinked as
shown in Figure 1. Note that an additional dimension Quality
of Control (QoC) can be included in the application layer of
this schematic and linked to QoS. Extending Beyond HITL
(QoE) requirements, QoC is useful where the use of immersive
perception applications is needed (e.g. autonomous cameras
for live simultaneous localisation and mapping) [6].

Feedback (e.g. Force) Signals

A S e

o)

Haptic User using Human
System Interface (HSI)

Master (Control) Domain

Bi-Directional Non-Haptic and Haptic
Control

Network (Telecommunications) Domain

Human-in-the-Loop (HITL) (User)

User Experience (QoE) + | Task Performance (QoT)

A A

Application

Control (QoC) Network (QoS)

A 4

Figure 1: Various Performance-Related Dimensions for the Evaluation of
Combinative Quality of Experience and Quality of Task (QoE + QoT), and
Quality of Service (QoS) and Quality of Control (QoC) Measures

Command (e.g. Velocity) Signals

e g

Haptic Remotely Controlled
(Assistant)
Remote (Controlled)
Domain

Figure 2: 5G Network and Haptic Communication-Enabled Internet Architecture

To highlight QoE, we draw on the example of Haptic-
enabled Internet architectures that will be powered by next-
generation digital networks such as 5G with URLLC
characteristics. User QoE would infuse all the known core
attributes of conventional audio and visual communication,
while extending audio-visual perception to a third dimension,
that of haptic communication, which would enable the real-
time and interactive transmission of touch-based sensations. In
a 5G URLLC network and haptic-enabled Internet of the future,
the user experience would be influenced by certain network
conditions (e.g. delay, jitter, and packet loss), the control
scheme in use, and the task orientation (e.g. free space versus
contact or soft object versus rigid surface). However, it will be
important to consider factors and develop models that will
enhance the accuracy of QoE-related performance to better
guide numerous applications e.g. the preferred control scheme
of a given task in a pre-specified QoS setup [11]. QoE can be
a useful alternative to QoS because it incorporates user-
focused decision processes and mechanisms. As such, with
monitoring and control through the application of “QoE-
sensitive” algorithms, the phenomenon of “over-engineering”
is avoided, thereby ensuring more resource-efficent

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021

networking. Thus, QoE will become increasingly important in
the design and planning of a future network, as well as its
testing, maintenance, and improvement [16]. Typically, QoS is
oriented towards purely technical characteristics and does not
incorporate human user-focused factors that can impact quality.
As such, the same QoS level may not guarantee the same QoE
level for two distinct human users. Other than technical system
features, dimensions including usage context, user
characteristics, and delivered content, will all have an effect on
user-perceived QoE [16]. QoS is also not reflective of the
effect that technical dimensions have on user-perceived QoE.
There is, therefore, an increasing need to close the QoS-QoE
gap by mapping QoS-level parameters to overall assessed QoE
values [16]. The QoE is not only restricted to the system.
Instead, it is infused and activated when users interact with
technologies. In essence, it resides in the user’s domain such
that an overall perceived QOE is contingent upon user
acceptance, experience and interaction with the technology
[13]. QoE is a subjective measure from the user’s perspective
of the overall value of the service provided, and thus does not
replace, but extends end-to-end (E2E) QoS by providing the
quantitative link to user perception [17]. With user-perceived

Page 75



QoE data, telecom operators will be able to predict the
behaviour of end users when new services are offered to them
and to ensure service provisioning and management that is “fit”
for user needs [17] or task requirements. A focus on QoE
therefore assumes a shift from network-centric to user-focused
management, combining control of network performance with
customer-related feedback [17].

I11. THE EMERGENCE OF A HAPTIC-ENABLED INTERNET
ARCHITECTURE AND APPLICATIONS

The first and original Internet, a global network of
computers, marked a paradigm shift that revolutionised the
economies of the 20™ century. The initial Internet, was
followed by the Mobile Internet, which has connected billions
of mobile devices and computers, reconfiguring entire
economic sectors in the first decade of the 21% century [18].
Today, we have the Internet of Things (1oT), which is projected
to connect trillions of smart devices and set to redefine
economies of the next decade. These Internets will, however,
be transcended by the emergence of a Haptic Internet, whereby
highly reliable and responsive networks will enable the
transmission of touch sensations remotely, adding a novel
dimension to human-machine interaction through which real-
time interactive system technologies will be designed and
developed [8]. As the Haptic Internet will be expected to
service some of the most crucial segments of society, it will not
only have to be ultra-reliable, but also render capacity to enable
large numbers of smart devices to simultaneously inter-
communicate. It will also have to support extremely low end-
to-end latencies to enable real-time haptic communication
whereby mobile technologies will be enhanced to remotely
control and manipulate real objects. As its core application, this
novel Internet must support haptic communications [19],
thereby providing a medium for real-time transmission of
touch and actuation sensations, in addition to conventional
audio-visual data. Haptic data typically comprises two primary
feedback typologies. The first is kinaesthetic feedback, which
provides data on dimensions such as force, torque, position,
and velocity. The second, tactile or cutaneous feedback,
provides information on dimensions such as surface, texture,
and friction. The haptic sensations of touch and actuation will
link the human user to a remote or virtual environment in a
manner similar to the senses of sight and sound. Unlike these
senses, however, the transmission of haptic sensations will be
bi-directional. In other words, touch will be detected by
imposing motion on an environment and feeling via a
distortion or reactionary force. Haptics will provide an added
dimension over conventional audio and visual communication
for the support of truly immersive motion and control in remote
environments. Haptic control will be essential to the realisation
of this future Internet. As depicted in Figure 2, a Haptic-
Internet architecture will comprise three domains, namely the
(1) Master (control), (2) Network (Communication), and (3)
Remote (Controlled) domains. First, the master (control)
domain typically comprises a human user using a Human
System Interface (HSI). This HSI functions as a haptic device
that transmutes the human input using coding mechanisms.
This haptic device allows the user to touch, feel, and handle
objects in a remote environment. Second, the network
(communication) domain provides a channel for bi-directional
communication between the master (control) domain and a
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remote environment, and thus, can by means of haptic
transmission, link the human user remotely. Elementally, the
human user is fully immersed in the remote environment [6],
[8]. Third, the remote (controlled) domain consists of an
assistant robot that is directly controlled by the human user in
the master (control) domain through various command signals.
The robot then interacts with elements in the remote
environment. According to the International Mobile
Telecommunications — 2020 (IMT — 2020) 5G network
standard, a key generic application use case is URLLC.
URLLC is suited to use cases with stringent requirements on
reliability and latency e.g. task performance in remote robotic
surgery applications. As an example, the use case of remote
robotic surgery depends on the URLLC and time
synchronization capabilities of 5G to enable precise time-
critical information sharing and control of treatment devices
that support remote task performance [6].

8i-Directional Non-Haptic and Haptic
Control

Feedback (e.g. Force) Signals Command (e.g. Velocity) Signals

Master (Control) Domain

Network (Telecommunications) Domain

Figure 3: Architecture of 5G URLLC Network and Haptic-Enabled
Internet for Remote Robotic Surgery

The 3 Generation Partnership Project (3GPP) provides a
set of concurrent technical specifications for the
implementation of the 5G New Radio (NR) standards. The
current 3GPP 5G NR standard, Release 16, enhances support
for URLLC services by enabling latency in the range of 0.5 to
1 ms and improved reliability with a target error rate of 107,
Building on the enhancement of URLLC in the 5G core
network expected with Release 16, the specifications of 3GPP
Release 17, currently in development and to be finalised in
2021, are expected to address the communication service
requirements for Critical Medical Applications (CMED),
among others. Release 17 is thus expected to expand the reach
of 5G for URLLC-supported mission critical use cases,
including robatic telesurgery (Fig. 3), with further reduced
latency [20].

Figure 4: Architecture of 5G URLLC Network and Haptic-Enabled
Internet for Unmanned Aerial Vehicle (UAV) Control in Remote
Sensing/Monitoring
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Similarly, the coming 3GPP 5G NR standard Release 17 is
expected to address Enhancement for Unmanned Aerial
Vehicles (UAVs) through application requirements for
communication latency, mobility, and reliability [21]. The low
latencies of URLLC-supported 5G, would be suited to real-
time scenarios such as remote UAV control in the performance
of remote sensing and monitoring tasks (Fig. 4).

IV.THE HUMAN-IN-THE-LOOP IN A HAPTIC-ENABLED
INTERNET AND THE LINK BETWEEN QUALITY OF
EXPERIENCE AND QUALITY OF TASK

The human-in-the-loop (HITL) central to a Haptic-Enabled
Internet is the link between the master (control) domain and
remote (controlled) environment in which skilled users interact
with physical objects to perform specific tasks remotely. Thus,
even if a particular task requirement were to be defined,
various manoeuvres executed by the human user would result
in changes in position, relayed from the remote (controlled)
domain as force feedback signals. These signals would then
affect the actions and therefore, position, of the task-
performing human user [18] in the master (control) domain.
The Haptic-Enabled Internet as the convergence of haptics, 5G
networks, Al, and robotics, will augment the human user
experience enabling task performance via the manipulation and
control of objects in remote environments. This will transform
traditional content delivery-based communication channels
into task-oriented networks for the delivery of skill-sets [8, 9].
Thus, in effect, the transmission of human user skills for
remote task performance in real-time will indicate the
emergence of a 5G (URLLC) and haptic-enabled Internet of
Skills (loS), signifying a paradigm shift in augmented
technology user experience. With the emergence of a user-
centric 5G (URLLC) and haptic-enabled 10S, a Quality of
Experience (QoE)-focused evaluation becomes particularly
important, as this would advance the development of quality
performance metrics. The QoE-oriented modeling of a human
haptic user interaction is, thus, necessitated [11]. In evaluating
human user QoE, it is equally imperative to consider the
Quality of Task (QoT) dimension, which denotes the precision
with which a haptic-enabled 10S user can perform a particular
task using a given technological system or tool support
function. This is owing to the task dependent nature of a user-
centric haptic-enabled loS.

V. FUTURE DIRECTIONS

A. Task-Technology Fit Modelling for a QoE and QoT
Perspective of Future Internet Architectures

This research is extensible to future papers. The next phase
of this research can incorporate a number of approaches to
inform QoE and QoT perspectives of future Internet
applications. For instance, one novel way to evaluate a 5G
(URLLC) and haptic-enabled Internet applied to mission-
critical use cases such as remote robotic surgery (Fig. 3) and
remote-controlled UAV (drone) sensing and monitoring
applications (Fig. 4) from the perspective of QoE and QoT, is
by applying Task-Technology Fit (TTF) modelling techniques.
TTF is the extent to which functional capacities of a tool or
system converge with the user’s needs in performing the task-
at-hand [22]. Its premise is that technologies will be used and
lead to gains in user task performance if functional support
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characteristics fit use requirements. The presence of a “fit”
between task and technology will result in utilisation and
performance outputs [22].

HAPTIC USER TASK
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Figure 5: Conceptual Task-Technology Fit (TTF) Model of User
Experience in Master (Control) and Remote (Controlled) Domains of a 5G
URLLC Network and Haptic-Enabled Internet

TTF models would typically link the task the user performs
and the technology used, and the “fit” of their respective
characteristics, which in turn would have effects on use and
user performance outcomes. This paradigm would be
particularly useful in the context of a 5G and haptic-enabled
Internet where a conceptual model (Fig. 5) would be developed
to link human user task and HSI and remote assistant robotic
technology characteristics, and use and user performance
outcomes, in both master (control) and remote (controlled)
domains (Figs. 3-4). In so doing, we would benefit from a
novel QoE and QoT perspective corresponding with a HITL
layer linking user experience with task performance
dimensions (Fig. 1) to supplement network characteristics in
the application layer (Qo0S). QoE and QoT would map onto the
HITL interacting with the technology in both the master
(control) and remote (controlled) domains of future Internet
architectures (Figs. 3-4), mediated by QoS mapped onto their
network (telecommunications) domains (Figs. 2-4).

B. Description of Proposed Methodology (Analysis
Techniques)

An explanatory and predictive (hypothetico-deductive)
research design can be used to examine and explain
relationships between conceptual TTF model constructs (Fig.
5). TTF, which can be configured in numerous ways, will be
tested for its use and user effects. Partial Least Squares —
Structural Equation Modelling (PLS-SEM) will be used to
analyse data. This will involve robust, component-based,
second-generation path analysis, based on Ordinary Least
Squares (OLS) regression.  Additionally, Polynomial
Regression with Response Surface Methodology will be used
to test the possible non-linear impacts of a 5G network and
haptic-enabled Internet architecture. This Internet will
potentially enable a number of mission-critical real-world
applications. Scenarios such as the use cases of remote robotic
surgery (Fig. 3) and remote UAV (drone) control in sensing
and monitoring (Fig. 4) would benefit from TTF modelling (of
the interactions between critical support functions and user
needs). To do so, empirical data in such usage contexts would
be collected (using a set of developed Likert scale perceptual
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instrument survey measures) from human users (task
performers) (e.g. surgeons in the use case of remote robotic
surgery) and analysed. This would allow for (i) the initial
testing and subsequent validation of TTF models for a
particular 5G (URLLC) network and haptic-enabled Internet
user environment, and (ii) empirical observation and
explanation of real-time immersive task performance scenarios,
thereby demonstrating QoE and QoT centred perspectives for
the augmentation of the human user experience.

V1. CONCLUSIONS

The QoE perspective is increasingly becoming useful for
evaluating how users subjectively perceive a technology
service. It provides a more holistic view of factors beyond just
the technical system-centric dimensions attributed to the
traditional QoS. As next-generation digital communication
networks of the future (e.g. 5G with URLLC capabilities) will
infuse network architectures with high-end user-centred
services, it is imperative that QoS and QoE dimensions must
be integrated. Whereas researchers and practitioners have
attempted to link user behaviours to technical network
attributes and QoS parameters, evidence-based research on
QoE and QoS has been limited, particularly in the context of
emerging next-generation digital network technologies. Thus,
technical-level QoS must be integrated with user-oriented QoE
for a more holistic perspective. This highlights a need to further
investigate the relationships between network-centric QoS and
user-oriented QoE, and by extension QoT for augmented
human (task performer) user experience use cases. Based on
recent advances in 5G, particularly in ultra-reliable low-
latency communication (URLLC), we contribute to explaining
the emerging paradigm shift from content-delivery networks to
skillset-delivery networks enabled by the emerging and future
network architectures (e.g. a 5G URLLC and haptic-enabled
Internet), that will be more human user-centric, but mediated
through human-to-machine/robot (H2M/R) interactions.
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Abstract—Blockchain technologies have disrupted the data
storage capability and brought decentralization in transaction
processing. From handling business to governance, Blockchain
continues to promote shared digital ledger systems,
transparency and secure data delivery between transacting
entities. Wireless network transactions are no exception as
determination of a routing table, channel selection and
decentralizing traffic control are issues which Blockchain can
address. Smart grids are currently facing two-way transmission
problems due to demand for accommodating flexible prosumer
demands, smart city initiatives and distributed renewable
energy integration. The study seeks to explore the potential
application of deep learning based smart contracts in
determining the route path of traffic in a Neighbourhood Area
Network (NAN). This will be first of its kind as this will lead to
establishment of a viable Blockchain-Licensed Assisted Access
smart grid architecture that will provide smooth switching
between LTE/SG and Television whitespace access points in a
NAN. This will lessen the data processing burden on NAN
gateway and smart meters. Future work seeks to test the
proposed concepts in a real test bed in a rural area set up and
compare with other adhoc routing protocols.

Keywords—Blockchain, Smart Grid, Routing, Licensed
Assisted Access, Smart Contracts.

L INTRODUCTION

A Blockchain (BC) can be viewed as a distributed ledger
system that stores data records or transactional data which is
linked and tamperproof. [ 1] places more emphasis on the point
of a Blockchain consisting of cryptographically signed
transactions stored as blocks which are linked securely one
after the other, only when validation and a consensus
resolution has been done by nodes in the shared ledger system.
This makes the blocks secure, verifiable by consensus
protocols and unmodifiable. Although, there are various
consensus protocols that determine how blocks or tokens are
authenticated in Blockchain, these include proof of stake
(PoS), proof of authority (PoAu), proof of work (PoW) and
proof of concept (PoC) etc. Blockchain technology is
applicable in various sectors including; business, banking,
mining, education and governance. Although Blockchain
technology is mostly popular in modern day world in the
creation of crypto-currency[1] e.g. Bitcoin, Ethereum etc., it
can also be used in Smart Grids to address a lot of issues like
energy trading[2], secure communication[3], [4], channel
selection and route determination[5], [6]. The decision engine
in a Blockchain is implemented by the Smart Contract (SC)
and it is this crucial element which determines the efficiency
in a Blockchain system.

In[7] a smart contract is defined as a user-defined program
stored in a public ledger which is associated to a blockchain
address with the goal to carry out a certain task. [2] also
mentions the SC has the ability to determine what can be
written in the public ledger. In this research, a smart contract
will be considered a set of rules that describe how autonomous
entities operate and what decision criteria exists between them
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when routing. Blockchain networks can be permission-less or
permissioned depending on the level of trust required by the
transacting entities, with permissioned networks proving to be
computationally faster and cheaper [1], [2].

Power grids on the other hand have enjoyed centralized
control by utility bodies and service providers in a country but
the rise of increased energy demand and greenness shift has
promoted renewable energy producers and Independent
Power Producers (IPPs) initiatives. SGs being the next
intelligent power grids are eager to incorporate distributed
renewable energy sources (DRES), optimized demand
response  management (DRM) techniques, secure
communication and two-way communication between
prosumer and utility centre. SG communication networks are
made up of three major sections Home Area Network (HAN),
Neighbourhood Area Network (NAN) and Wide Area
Network (WAN) [8], [9]. These three subnetworks are going
to contain smart meters, sensors and synchrophasors to collect
data for effective decisions to be made. The data will be
voluminous in nature and might require unorthodox data
mining abilities to extract meaningful information while
striking a balance between energy consumed and delay. To the
best of the researchers knowledge not much exploration has
been carried out on Blockchain based dynamic routing in the
NAN. Routing is the establishment of a path when
transmitting data amongst nodes or hosts using a fixed or
intelligent decision matrix and a routing table. Next
Generation Networks especially Software Defined Networks
(SDNs) and Fifth Generation (5G) technology seeks to
decouple the control and data planes using network function
virtualization. Likewise in SG networks the routing control
can be managed by an autonomous and independent SC while
transfer of data is handled by wireless networks like Licensed
Assisted Access (LAA) technologies.

This study seeks to explore the potential application of
deep learning-based smart contracts in determining the route
path of traffic in a NAN. Most researches have investigated
the aspects of wireless communication and energy
provisioning separately when these two are actually directly
related. This will be first of its kind as this will lead to
establishment of a viable hybrid Blockchain-Licensed
Assisted Access smart grid architecture that will provide
smooth switching between LTE/5G and Television
whitespace (TVWS) access points in a NAN while aiding
dynamic energy provisioning.

II. NAN ROUTING TECHNIQUES

Many routing optimization techniques have been
suggested and some perform exceptionally well in different
scenarios [ 10]-[16] but a lot of exploration needs to be carried
out in line with Blockchain-enabled routing for Smart Grid
Networks. Passive neighbor discovery is an essential process
in wireless networks which allows communicating devices to
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learn about their current neighbors after actively listening to
their communication[17]. Using deterministic discovery
methods the speed of discovery and excellent reliability is
only suitable for single-channel scenarios rather than
asynchronous multi-channel needs brought by wireless
technologies operating in different bands. LAA uses more
than one frequency band attributed to unlicensed and licensed
access. To solve this problem [17] uses previous scanning
history and accelerating discovery of neighbors with lesser
beacon durations of a set with beacon orders for each channel
contained in a channel pool i.e. listening-scanning scheduling
technique through linear programming (LP) optimization.
However, the conditions were ideal as no channel switching,
no interference and no beacon transmission time was
considered. Furthermore a switched optimized solution to
cater for switching times was also compared to the passive
discovery technique and proved to be more effective in first
and last discovery times which are much needed in SG routing
for effective real-time communication in a NAN.

In their study [6] mention the common problems faced by
Autonomous systems (AS) (i.e. a collection of linked routers
or switches with prefixes and routing policies offered by
Internet Service Providers (ISPs)), one of which is Border
Gateway Protocol (BGP) hijacking on the internet. [6] goes on
to suggest use of a Routechain a Blockchain-based routing
protocol to solve the BGP security issue leveraging on policy
management and already present ISP infrastructure unlike
many solutions like BGPSec which need a costly
infrastructure revamp. A PoAu consensus protocol called
Clique was used to provide trust amongst AS entities to
improve the BGP weak trust model and cryptographically
secure routing information which proved to be tamper-proof
and resilient to hijacking when tested under YouTube 2008
case study conditions[6]. They only focused on external BGP
connections more like NAN to NAN connections in the SG
scenario leaving out internal problems unresolved, when these
are actually also key to having smooth prosumer to prosumer
interaction in a NAN and hence better energy provisioning.

Routing Protocol for Low power and Lossy Networks
(RPL) was designed for IPv6 which constructs its own
destination oriented directed acyclic graph (DODAG)
information object (DIO) message to maintain and control
interconnection. RPL can be optimized by changing the
objective function metrics like link/network metrics, such as
delay, energy metrics such as residual energy, node metrics
include hop count, and power metrics.[18]. RPL with a self-
configuring ability is suggested in one study applied in a NAN
which uses TVWS for smart metering to transmit data and
control instructions between fixed smart meters (SMs) in a
wireless mesh network with a concentrator [19]. The self-
organizing ability is enabled by a radio environment maps and
geo-location database for channel allocation and smooth
switch over. SMs associates with a particular concentrator and
scan for incumbent user (IU) occupancy as they transmit data.
The switch over time is on average 15 seconds as PU arrival
increases leading to frequent leads to network overhead as the
switching between channels increases [19]. One major
drawback is meter nodes are fixed depending on the powerline
communication to transmit data and if an outage occurs there
will be connectivity problems during multi-hop.

Moreso, the authors in [18] and [20] make adjustments to
the RPL. Simulations in [18] demonstrate that by using
ETEN-RPL algorithm which combines the expected
transmission time (ETX) and residual energy metrics
improvements are observed in the network link stability,
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lifeline of nodes, packet delivery ratio (PDR) by 1.2% and
average energy consumption (AEC) by 5.4% in comparison to
the ordinary RPL. On the other hand in [20], Green-RPL
algorithm prioritizes route selection based on energy
efficiency over virtual distance amongst nodes thereby
improving the total node energy consumption, packet delivery
ratio and coordination overhead. This is due to use of micro
frames for transmitting acknowledgement messages and
protecting PUs considering the collision risk factor when
compared with RPL and other modified RPL. All protocols
showed degradation in performance as number of nodes
increased. Yang et al. propose a reinforcement learning based
scheduling routing algorithm for wireless sensor networks
which leverages on a BC network used for storing the routing
network state information [21]. The authors go on to apply a
PoAu consensus algorithm to validate transactions where
server nodes are the validators and routing nodes are the
miners. This model proved to be effective than back pressure
(BP) and back pressure-Blockchain routing algorithms in
terms of average packet delay which was reduced by 81%
even when malicious nodes where 50% of the routing nodes.
The learning ability of the routing algorithm made it
dynamically robust. A comparison of PoAu and PoW was
also done to measure the reinforcement learning-based
algorithm efficiency. The PoAu performed remarkably well
reducing token transaction latency by 44% and showed a
stable average transaction consumption of 35,660 gas
amounting around USD$0.0613 for both PoAu and PoW [21].

III.  SYSTEM MODEL

Considering S = {s1,5, ...,S,} as a set of SM nodes or
secondary users (SUs) which are cognitive-enabled,
occupying a service area denoted byA measuring d°, where
d represents the square edge length. The SM nodes are
Poisson distributed with mean value A. The nodes are located
in a geographic space g and have transmission radius of 7.

Ll ;
e \ .
NAN Gateway A .

LAA Pico BS

Figure 1: System Model

The NAN is also considered to have B = {bl, b, ..., bq}a set
of micro base stations (MBS) which operate in the TVWS,
LAA and LTE network bands with transmission times
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denoted as tpyys, tiag and t;pp respectively. Let Y =
{y1,¥2 .-, YmJpresent a set of NAN clusters where, a cluster
YS AVIiEY,V UL y,=A and N_, Y, = w are
satisfied. w denotes an interference threshold for any two
adjacent iand j NANs. If C = {c;, ¢, ..., ¢, } is a set of vacant
channels left by active incumbent users (IUs) assigned via the
base stations or NAN gateway (NGW), a set of occupied
channels will be represented by O = {04, 0, ..., 0, } which
enable connectivity in the service area. The system model is
shown in Fig 1 above. Data will be sent between any given
nodes depending on its class or level of importance denoted
by Z = {z,,2,,25} as defined in [16].

IV. PROBLEM FORMULATION

Suppose we want to ensure incumbent user protection and
dynamically allocate channels to SMs depending on routing
node location and transmission cost. Let’s assume the
incumbent and primary users occupy the TVWS, LAA and
LTE channels at varying time intervals. The channel status
denoted as ua is determined by spectrum sensing or TVWS
Geolocation database (T-GDB). When an SU is occupying a
TVWS channel and an IU arrives, the SU releases channel
before the base station relocates it to another free one. The
research assumes the LTE will give priority to IUs but if an
intelligent scheduler is available the unused channels can be
allocated to SUs. This might result in co-tier or adjacent
channel interference considering LAA, TVWS and LTE will
be operating in the same band of 700 to 900Mhz, which leads
to transmission delay. If RPL is used channel status will be
sent by parent node as a DIO message to other routing nodes
and which need to be ranked for efficient forwarding to
transpire. The ranking value for a node i can be obtained
using formula mentioned in [20] and adding an interference
factor I.(i, j):

r, = minfr; + = L., /))} (1)

Where 7; represents the rank of parent node j, w is the weight
given to node transmission, I.(, j) is the interference factor
between node i and j in the cth channel.

1G,j) = 1= min (g, D(ci, ;) /D (e ) )

Where g;; is the actual distance between node i and j from
finding the Euclidean distance |g; — g . D(ci, c]-) is the
channel interference range between channel i and channel ;.
For effective routing to occur the node i should select channel
with minimum interference. Upon receiving the DIO
message the smart meter or access point will create its own
forwarder set considering a particular priority in this case link
cost over virtual distance during a particular time slot (C (t);,,)
function expressed as:

C(Ow = Lij /vy 3)
Where Lf;,
node i and ; at time slot ¢. v;; is the virtual distance computed
by |r; — 7;|. The goal is to minimize C(t),, by selecting the
optimal path from j to i, reducing energy transmission cost
and interference while improving channel allocation.
Through applying deep learning and Blockchain this can

become a reality. The link cost between node i and j can be
computed as follows:

ng = (xlt] * ;ij) + (Sitj * Estij) + (bitj * Elgij) 4)

is the link cost required to transmit data between
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Where infrastructure transmission cost is denoted as xl-tj, EL; g
is the energy consumed when transmitting data between i and
j, spectrum sensing cost is denoted by sfj, EL ; is the energy
used in channel sensing and selection, bf; is the blockchain

cost to transact between i and j, while Ef; ; represents the
energy used per transaction.

cI{an, THL T C(O)y * Y (5)

Subject to:

[ty = 7] >0 (6)

mj; =m; —m @)

m;; =m; +m ®)

Efij+ E&j + Ep; <0 9)

Ic(i:j) < Ithres (10)

u represent binary variable that indicates the channel state
for each running index q at time slot t, idle or busyi.e.{ uy €
0,1}. my; represent the packet balance verified by BC when
m data is transferred from j to i. m;; is the packet balance
verified by BC after m data is received from j by i. Ef, is
the total energy consumed when transmitting data from
smart meter on prosumer to BS.E} is the energy used in
processing the information on SM. E} is the energy needed
to send and receive blocks from BC per given transaction
obtained from the Ethereum Blockchain platform.

V. METHODOLOGY

Data packets were randomly generated using Scapy python
library tool for 10 smart meter nodes located in a NAN, which
measured 10 by 10 square kilometers in a typical suburban or
rural set up. The physical distance between nodes was
assumed to range between 100 and 1 000 metres apart. The
smart contract was designed using solidarity in the truffle
project environment and deployed in the Ganache Blockchain
development platform. The deep learning-based smart
contract was then invoked in a python script to perform
routing between any given nodes i and j. Each NAN was
assumed to have at least two TVWS base stations which are
10 000 metres apart and one LTE base station stationed at the
5 000 metres radius.

A. Proposed Deep Reinforcement Learning and Blockchain
(DLBC) Algorithm

Step 1. let S = {s1,S, ..., Sp} be N input nodes with defined
IP addresses and fixed data packets (e.g. message “Hello”).
Step 2: Initialize t = 1,i = 1,j =0, ¢ = 1, Eg;; = 0 and 1; = 0.
Step 3: Select an action a for each node based on the node
rank.
Step 4: Compute the node rank r; = min{r; + (w = I.(i,j))}
Step 5: Forito N do:
increment i by 1;
update 1;;
route(i, j);
record mj =m; —m;
validate m;; = m; + m;
Fort=1to 24 do:
Compute L;; = (xf;  Ef;;) + (bf; * Efy)
Increment t by 1;
End For;
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End For;
Step 6: Fort =1 to 24 do:
Forq=1to 10 do:
Compute C(t)y, * ug;
update ufl for each action
increment q by 1;

End for,
increment t by 1;
End for;
Step 7: Stop

B. Proposed DLBC Routing Model

The model shows the data packets will be transmitted
between SMs and blockchain nodes. The deep learning
engine will be stored in a cloud or local blockchain network
where the smart contract resides. The channel allocation and
selection manager is supposed to liaise with the T-GDB to get
a collection of all available channels to be used for
transmission. For purposes of this research the manager was
not implemented but random channels were assumed to be
free or occupied.

DLENGINE
Decp Learning Algorithm)

Channel Allocation
& Selection Manager

)

u?‘.}\()[][N DLSCMODULE DLSCMODULE

S-NODEy
(-NODEy

Figure 2: Proposed Deep Learning and Blockchain Network

VI. RESULTS AND DISCUSSION

From the routing and blockchain transaction simulations
carried in this research results show that the DLBC-based
routing algorithm outperformed normal RPL, in terms of
packet delivery ratio and transmission delay between nodes.
As shown in table I and table II respectively. In table [, DLBC
is presented as being at par with RPL in short distances and
superseding RPL in long distances. But the DLBC consumes
more energy when compared to RPL due to transmission of
data to and fro blockchain platform which can be reduced by
placing renewable energy on HANS. In table II it is shown
that for both transmission control protocol (TCP) and user
datagram protocol (UDP) high priority message tend to have
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less delay than low priority messages despite the distance in
consideration.
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Figure 3: Blockchain Transaction captured in Ganache

Figure 3 shows how a transaction is recorded on the Ganache
development platform and the corresponding data packets
between nodes were simulated using Scapy library as they got
recorded in Wireshack.

TABLE L PDR vS NODE DISTANCE
Distance (m) Packet Delivery Ratio%
DLBC RPL
100 0.96 0.93
500 0.93 0.93
1000 0.87 0.93
2000 0.86 0.80
5000 0.85 0.75
10000 0.80 0.70

TABLE II. END TO END DELAY VS NODE DISTANCE
Distance | Transmission | Message End to End Delay
(m) Protocol Type %

(Priority) DLBC RPL
100 UDP HIGH 1.3 1.4[20]
TCP 1.2 1.4
500 UDP LOW 33 3.5
TCP 3.0 3.0
1000 UDP MID 2.8 2.6
TCP 2.5 2.5
2000 UDP MID 4.6 5.0
TCP 4.7 5.2
5000 UDP HIGH 3.0 34
TCP 3.1 3.3
10000 UDP LOW 10 12
TCP 15.5 17
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VII. CONCLUSION AND FUTURE WORK

Blockchain technology is bringing transparency and security
to many sectors including smart grid. Although it consumes
more computational energy, through use of deep learning and
renewable energy the energy and transmission costs can be
greatly reduced. Applying deep learning and blockchain in
NAN improves packet delivery ratio, delay and channel
switching ability for smart meter nodes. Future work will
consider comparing with more bio-inspired algorithms like
cat swarm optimization, ant colon and hybrid ones. The
algorithm needs to be tested in a real test bed environment
with real time SM data.
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Abstract—The performance of Optical Wireless Communication
(OWC) is strongly influenced by the atmospheric conditions in a
given environment. In foggy, rainy, and clear weather conditions,
optical signals are known to be attenuated due to absorption and
scattering. In this paper, rain attenuation measurement is
presented using an empirical method based on the relationship
between the observed attenuation distribution and the related
observed rain intensity distribution at 30-second integration
period in Durban, South Africa. A distrometer is used to obtain
the raindrop size and rain intensity, while an optical power meter
is used to log the received optical signal power level, to evaluate
the influence of rain on the signal transmitted over the 7-m link.
The relationship between the received signal level, and the rain
intensity for a particular weather condition at a specific time is
then obtained. Analyses are then made, and compared against the
French model at a wavelength of 850 nm. The measurement
results show extremely high attenuation values compared to the
French model, which thus calls for further investigations.

Keywords— Optical Wireless Communications; Free Space
Optics; FSO Measurements

I. INTRODUCTION

Due to the unprecedented growth of high speed multimedia
services and diversified applications initiated from the massive
connectivity of 10T devices, 5G and beyond 5G (B5G) cellular
communication systems, the existing electromagnetic
spectrum under RF ranges is incapable of satisfying the
enormous future data rate demands. Optical wireless
communication (OWC), also known as Free Space Optics
(FSO), which covers a wide range of unlicensed spectrum, has
thus emerged as an efficient solution to mitigate conventional
RF spectrum scarcity for communication ranges from tens of
meters to several kilometers. The FSO communication system
is one of the prominent wireless communication systems,
which witnessed a massively increasing interest and vast
development in the last decade [1]. The commercially
available FSO is a wireless line-of-sight communication
between two points. This type of communication can handle
data at a rate of more than 1Gbps over a distance that may reach
4 km. FSO was originally developed to solve the “last mile
bottleneck” with a cost effective way that avoids the high cost
of fiber optic cables [2].

According to Umair et al [3], FSO systems are based on the
transmission of data through the atmosphere within optical
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spectral windows that are free from molecular absorption.
They note that FSO provides several advantages over normal
RF links, including: very high bandwidths; narrow-beam
transmission  which improves frequency re-use and
electromagnetic compatibility issues; and free spectrum (no
license costs) [1] [3]. However, an FSO transmission is prone
to the non-ideal conditions arising from unstable weather
conditions. In other word, a single beam FSO system is
susceptible to weather conditions whereby turbulence, rain,
fog, haze and dust introduces attenuation to the light source or
even block the propagation. Hence, an FSO system should be
thoroughly investigated relative to weather conditions, to
ensure that the received power is sufficient at the receiver for
processing [1].

Under clear-air conditions, atmospheric turbulence is the
major cause of optical signal fluctuations or fading in FSO
systems, which in turn affects the link availability. The
atmospheric turbulence effects are caused by the differences
detected in the refractive index as a result of the in-
homogeneities in temperature and also by fluctuations
obtained in air pressure along the transmission pathway of the
laser beam. Atmospheric turbulence is thus an atmospheric
phenomenon generated by the temperature difference between
the surface of the Earth and the atmosphere. According to
Mohale et al, from their study of the South African
environment, atmospheric turbulence disrupts the coherence of
both laser radiation and optical wave during the entire day [4].
In FSOC systems, strongly divergent beams where the beam
energy is redistributed across the beam width is the most
significant source of turbulence. This condition of strongly
diverged beams is also known as scintillation. On the other
hand, under precipitation conditions, the optical laser beam
propagating in such media undergoes deep fading due to
scattering and absorption: in temperate regions, FSO signal
fading is largely due to fog and heavy snow; while in tropical
regions, the fading is mainly due to rain and haze [1, 5].

In South Africa, Mohale et al [4] have studied the
feasibility of deployment of FSO communication (FSOC) links
in South Africa based on atmospheric losses under average and
worst case atmospheric conditions. Their results show that
Ermelo has the highest optimal FSOC link distance of 7.5 km
at an overall atmospheric loss of 2.8 dB under average
conditions, while Durban has the shortest FSOC link distance
at 2.6 km at an overall atmospheric loss of 12 dB under worst

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



case conditions. This finding was reached by the authors based
on theoretical analysis of long-term atmospheric data
consisting of average visibility, wind speed, and altitude. In
[6], Layioye et al report on the Visibility Range Distribution
(VRD) for FSO applications within South Africa (Durban),
noting that the behavior of optical signals in the atmospheric
channel depends on the magnitude of the visibility which in
turn is the most important parameter required to achieve an
optimal link performance and optical signal availability at 99%.
In the same vein, Kolawole et al [7] present regression models
based on meteorological factors to reliably estimate
atmospheric visibility for FSO links in South Africa. The
meteorological factors used are relative humidity, temperature,
fractional sunshine, atmospheric pressure and wind speed for
Cape Town, South Africa. However, FSO link attenuation or
fading due to rain has not been addressed for South Africa.

In [3], a model for the prediction of attenuation due to rain
over FSO links is presented, with particular focus on tropical
Pakistan. The model utilizes local rain statistics for the site of
interest as inputs, in addition to incorporating the dependence
of raindrop size distribution and related multiple scattering
effects on FSO signal attenuation. The DSD is modeled with a
gamma function, with the latter only being dependent on the
shape parameter, Y, and the rain rate, R. They note that the
DSD impact depends on R: for example, they show that at
R=50 mm/h, the specific attenuation obtained is 10 dB/km for
p=-2, to 25 dB/km for u=7. They also point out that the specific
attenuation due to rain in the optical band (0.78 pm & 1.55 pum)
is of the same order of magnitude as in the VV-band (40-75 GHz).
In [5], Suriza et al present an analysis of rain attenuation
measurement over a terrestrial FSO link in Malaysia. They
compare their results to those due to the ITU-R model which
was developed based on measurements performed in France
and Japan. They conclude that both models, which are based
on parameters of temperate regions, are unable to predict FSO
attenuation measured in a tropical climate, hence they
recommend further research to develop an appropriate model
for the tropics.

Finally, Singh and Mittal [8] present a performance
analysis of an FSO link under rainy weather conditions for
inland and coastal zones of India. Using values of k and a for
specific attenuation due to rain as 1.076 and 0.67 respectively,
they determine that, under average rain weather conditions,
with Mumbai recording a rain rate of 7.3 mm/h, while
Hyderabad records a rain rate of 2.35 mm/h, the corresponding
values of specific attenuation are 4.08 dB/km and 1.91 dB/km,
respectively. On the other hand, under worst rain weather
conditions, the corresponding rain rates are 177.6 mm/h for
Mumbai, and 37.7 mm/h for Hyderabad; with the
corresponding values of specific rain attenuation being 34.6
dB/kmand 12.2 dB/km, respectively. As Al-Gailani also states,
both Japan and Europe models do not take into account the
higher rain intensities which occur in tropical countries, thus
the link attenuation estimated by these models are not
applicable in the tropical regions [1].

The power law given in (1) represents the specific rain
attenuation, which is the fundamental quantity in determining
attenuation due to rain for terrestrial and earth space links.

(1)

Vrain = k x R¢
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Where y,..in, IS specific attenuation due to rain; R is the rain
intensity; k and « are rain coefficients.

The coefficients k and a depend on the carrier frequency
of FSO systems, and on the characteristics of rain such as
raindrop size distribution (DSD) and polarization, as well as
the location [5, 9]. Both coefficient values can be obtained
from ITU-R P.838-3 [10]. Since raindrops are assumed to have
a spherical form, estimates of k and @« do not depend on
vertical or horizontal polarization [5]. The following formula
was presented by Charbonneau for French model [11] [12]:

Yrain = 1.076 X R*®7 [£Z] )
This equation is for drizzle rain (up to 5 mm/h), and it will be
used to compare against the measured attenuation, and the
specific attenuation, from Durban, which is the focus of this
paper, using the drizzle rain intensity.

Il. MEASUREMENT EQUIPMENT

A. Optical Power Measurement Setup

The measurement setup requires two computers, each
displaying the data for each transceiver, as illustrated in Fig. 1.
The Gigabit Ethernet Media Converter, which is utilized as an
electrical-to-fiber optic converter or a fiber optic-to-electrical
converter, is shown in Fig. 2. The Ethernet cable C85 with an
RJ45 connector on the right (RIGHT) is used for sending or
receiving electrical signals. The fiber cable with LC connection
on the left (LEFT) in Fig. 2 is responsible for receiving or
sending fiber optic signals. The two transceivers, (transmitter
and receiver) are 7 meters apart, as shown in Fig. 3. Signal
transmission is carried out using infrared lasers, which are
efficient and reliable. Lasers with an optical wavelength of
850nm are utilized for transmission. The Avalanche
Photodiode Detector (APD), a very sensitive detector, is used
at the transceiver to detect the signal.

B. Distrometer Measurement Setup

To analyse the fluctuation of signals based on different
weather conditions, such as clear weather, fog, and rain,
weather data is commonly used. A distrometer is a device that
measures the size of raindrops as well as the rainfall intensity.
The velocity and size of each particle in each drop are
calculated and recorded. The distrometer used is the Vaisalla
RD-80 which captures drop size measurements using a
personal computer. The distrometer detects the size
distribution of raindrops falling on the sensor's sensitive
surface. Using this information, it is possible to calculate the
actual drop size distribution in a volume of air [13].

The diameters of the raindrops that can be measured range
between 0.3 and 5.4 millimetres. Drops smaller than 0.3 mm
cannot be measured due to the measuring equipment’s
practical limits, and are normally of minimal relevance in the
applications for which the device is designed. Due to the
volatility of big drops, which promotes drop break-up, drops
larger than 5.4 mm are extremely rare [13]. 127 drop diameter
channels are distinguished by the RD-80. To limit the amount
of data and get statistically relevant samples, the 127 drop size
channels are re-grouped into 20 drop size groups that are
spread more or less exponentially over the available spectrum
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TABLE |
OWC SYSTEM PARAMETERS

Parameter Value
Wavelength 850, 950, and 1550 nm
Transmit Power 16 dBm (40 mW)
Light Source Laser
Receiver Sensitivity -38 dBm
Transmit and Receiver 2dB
Systems losses
Receiver Aperture Diameter 16 cm
Eye Safety Class 1M
Receiver Field of View 10 mrad
Detector Avalanche Photodiode (APD)
Transmit Beam Divergence 2.8 mrad
Angle
Data Rate 1.25Gbps

TABLE Il
INFORMATION OBTAINED FROM RD-80 DISTROMETER FOR THE
PERIOD OF MEASUREMENT

CATEGORY NUMBER OF SAMPLES
Monthly
August 647
September 1141
October 3119
November 9492
December 2251
January 195
Seasonal
Winter 647
Spring 13752

of drop sizes. The translation into 20 classes is handled by the
data logging software. As a result, every 30 seconds, the
raindrop diameter and intensity are monitored, allowing them
to be stored and presented on the PC screen as seen in Fig. 4
[13].

The first column in Fig. 4 displays the sampling time
intervals, which in this case vary by 30 seconds; the second
column indicates the number of drops measured in each drop
size class (class 1-20) during time interval t, which in this case
is 30 seconds. The last two columns show R, which is the
intensity at which the drops hit the Styrofoam (in mm/h), and
the rainfall accumulated, RT (in mm), the real-time cumulative
weight of the drops every 30 seconds. The results in Fig. 4 are
used to calculate the rain intensity by using the following
formula [13]:

R= 220 320 (n D) [%] ©

Where:
F is size of the sensitive surface of the sensor, which is equal
to 0.005 m?2; t is time interval for data logging; n; is the
number of drops measured in drop size class i during time
interval t; and D; is the average diameter of drops in class i.
Equation (3) is used to calculate the rain intensity [13]. Fig.
4 shows measured values, which are recorded and saved in tab-
delimited ASCII format, and can be imported into other
programs, like spreadsheet programs, for further analysis.
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C. FSO Link Losses and Fade Margin

For the FSO link in question, the link parameters are shown
in Table 1.

For a line-of-sight link, the free space loss is given by:

FSL = 1010g;0(*59)? = 20 logyo(5* )
Substituting d, the distance between the transceivers, which in
this case is 7 m, and the free space wavelength of 850 nm, the

FSL is determined to be:

41(7)

FSL = 20 log, (7@50“0—9)

) =160.3 dB (5)
Now, the actual received signal level at the FSO receiver
is determined from:

P.(dBm) = P,(dBm) + Gy + Gy — FSL — FL — OL — EL
(6)

Where B. is received signal level (dBm), P, is transmit signal
level (dBm), G is transmit lens gain (dB), Gy is receive lens
gain (dB), FL is the total feeder (system) loss (dB), OL is
optical loss (dB), EL is excess loss, which covers scintillation,
atmospheric loss, and fog loss.

Thus, our P, is 16 dBm, while the lowest acceptable value
for B. or Py, 1S -38 dBM.

126.491
Gr = 20 logyo (2222) @)

Where 6 is the transmit beam divergence angle in radians,
which is given as 2.8 mrad is this case, hence:

126.491
2.8x1073

Gr =20 logy ( ) =93.1dB 8)

For a lense of diameter D, which is 16 cm in this case, the gain
of the receive lens is given by:

31.6231D
Gr = 20 log;o (Z2272) ©)
Hence:
31.623m(0.16)
GR =20 loglo (m) = 145.4dB (10)

FL is given in Table 1 as 2 dB. The geometric or optical loss,
0S, is caused by the optical beam diverging from its path. For
this link with d=7 m, this loss is given by:

0.16

m) = 18.2dB (11)

OL = 20 logyo (5) = 20 logyo (
Therefore, after substituting the above values, B, is given by:
P.(dBm) = 74.2 (dBm) — EL (dB) (12)

EL can then be determined from link measurements.
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Fig. 1: Current set up and equipment used for FSO link infrared
signal level measurement Network

10Gtek®

Gigabit Ethemal Media Convarter

Fig. 2: Electrical-to-Fiber or Fiber-to-Electrical Converter

RECEIVER TRANSMITTER

Fig. 3: Fibre Optic Link of Length 7 meters

I11. LINK ATTENUATION MEASUREMENT

The maximum power recorded (dBm) at the transceiver,
during the period of the experiment, which is mid-August 2019
to mid-February 2020, was 5.7603 dBm - which value was
recorded on 1% September 2019 at 08:52 am. However, this
value is not fixed for a given rain event. At any time, the
“unfaded” received signal level varies, depending on whether
there is fog, scintillation, or rain. Therefore, the signal power
recorded at a certain time should be subtracted from the
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maximum value recorded during that particular period of
measurement (or measurement event) to determine the
attenuation in dB as shown in equation (13):
LOSS(dB) = Prmax (dBm) — Preceived (dBm) (13)
The measured attenuation is calculated between the two
transceivers with respect to a fixed distance (L) in kilometers,
and the specific attenuation is then determined as attenuation
with respect to distance in (dB/km). It is calculated as follows:

Loss(dB)
L(km)

Specific Attenuation(dB/Km) = (14)
In this particular case, the link length of 7 meters or 0.007
kilometers is used. Thus, in (14), L is equal to 0.007 for all the
calculations.

IV. MEASUREMENT RESULTS AND ANALYSIS

South Africa has a variety of climatic changes that are
reliant on seasonal cycles. These are: Summer (December to
February); Autumn (March to May); Winter (June to August);
and Spring (September to November) [14]. The data for this
study was obtained during three seasons, namely, winter,
spring, and summer. However most of the data was collected
during spring, which, together with summer, is Durban's
rainiest season [14]. This section focuses on the analysis of the
results obtained from measurements taken between August
2019 and January 2020. These findings will be used to study
the relationship between rain intensity and attenuation due to
rain, as well as the specific attenuation.

A. Plots of Rain Intensity versus Received Optical Power

The rain intensity time series and the equivalent optical
received signal time series of the drizzle events on September
13, 2019 and December 4™, 2019, respectively, are shown in
Figures 5 and 6. It can be seen that when the rainfall rate rises
or falls, there is a change in the received power, and this
difference is what constitutes rain attenuation. For example, in
Fig. 5, between 12:20:00 and 12:25:00 on September 13th,
2019, the received signal is attenuated, as the rain intensity
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RAIN INTENSITY TIME SERIES 13/09/2019

RECEIVED OPTICAL SIGNAL TIME SERIES 13/09/2019

Fig. 5: Rain Intensity and Received Optical Signal time series
for drizzle event on the 13th of September 2019, in Durban

RAIN INTENSITY TIME SERIES 04/12/2019

RECEIVED OPTICAL SIGNAL TIME SERIES 04/12/2019

Fig. 6: Rain Intensity and Received Optical Signal time series
for drizzle event on the 4th of December 2019, in Durban

rises from 0 to around 0.22 mm/h, and then recovers to its
maximum value when the rain intensity goes back to zero. This
shows that there was attenuation due to rain during that period.
The received signal is attenuated again as the droplets begin to
fall with a small intensity, leading to the conclusion that the
received signal attenuation on that specific day was primarily
due to rain.

It is important noting that the rain intensity was quite low
during these days, but there was still attenuation. This implies
that, in addition to the rain intensity, there are other factors
affecting the received signal, such as fog, alignment,
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scintillation, and possibly the raindrop diameter. This will only
be verified through further research.

Fig. 6 shows the attenuated signal recorded on the 4™ of
December 2019, between 17:30:00 and 18:30:00. The received
signal was consistent for the first 20-25 minutes. The signal
became attenuated as soon as the rain intensity increased, i.e.
as it started drizzling. With the progression of time, it can be
observed that the received signal fluctuates to its lowest value
at some point, with a high rain intensity recorded; while it
again rises, with the low rain intensity recorded. The recorded
received signal showed attenuation of about 0.22
decibels, and the drizzle rain intensity reached its highest value
of about 1.7 mm/h.

A total of 16845 rainfall events were analysed throughout
the measurement period, and they are classified into monthly
(August 2019 to January 2020) and seasonal (Winter, Spring
and Summer) categories in Table 2.

B. Plots of Attenuation and Specific Attenuation due to Rain

The relationship between specific attenuation in dB/km and
rain intensity in mm/h, as well as the relationship between
attenuation in dB and rain intensity, are shown in the plots in
Figures 7 and 8. As shown in the figures, the rain regime
considered for this reporting is the drizzle type, with rain
intensities ranging from 0.2 to 5 mm/h. The trend-lines in the
two figures show a rise in rain attenuation as well as specific
attenuation, as the rain intensity increases, with a maximum
rain intensity of slightly less than 5 mm/h. For example, in
August 2019, the “measured” attenuation equation is y =
88.763x%092% where y is the specific rain attenuation and x is
the rain intensity. The k and a coefficients are 88.763 and
0.0029, respectively. From the measured attenuation in both
Figures 7 and 8, one sees a constant value of about 0.62 dB
over the link. The measured attenuation is seen to be practically
independent of the rain rate. This implies that there is a high
possibility of the presence of fog alongside the drizzle. Indeed,
from the work of Mohale et al [4], it is shown that of all the
cities in South Africa, Durban has the lowest visibility, a
parameter which is closely related to the fogginess.

For comparison, the French prediction model for FSO rain
attenuation is also plotted alongside the scatterplots for the
measurements, to give the predicted attenuation due to rain in
Durban, and check if they were in correlation with other
existing models. The ITU-R rain attenuation prediction model
for FSO system provided the k and a coefficients for the
French model [9]. It is also important to note that the French
model for FSO attenuation is for drizzle rain [9], that is for rain
intensity of less or equal to 5 mm/h. The French model plots
indicate that, for drizzle rain type, attenuation follows a rising
trend as opposed to the Durban measurements where the
attenuation follows almost a flat line. The other marked
difference is that the attenuation values plotted for Durban are
much higher than that due to the French model. This calls for
further investigation in Durban, as there seems to be an obvious
underlying attenuation factor alongside the rain attenuation for
FSO links. This is thus the subject of further work.
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Attenuation vs Rain Intensity using France Model
Formula August 2019
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Fig. 7: Specific Attenuation as well as Attenuation vs Rain Intensity
graphs for August 2019
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Figure 8: Specific Attenuation as well as Attenuation vs Rain Intensity
plots for January 2020

V. CONCLUSION

A study of the performance of the FSO link under drizzle
rainfall regime in Durban reveals that the received optical
signal time series and rain intensity time series plots shows that
there is attenuation that is almost constant. The attenuation due
to rain is almost two orders of magnitude higher than the
French model prediction. This shows that during a drizzle rain
event, attenuation is not solely dependent on rain intensity,
implying that other parameters play an active role during a rain
event in Durban. This therefore calls for further analysis of
these subterranean influences.
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Abstract—Large-Scale IoT (LS-IoT) networks are generally
characterised by the existence of an enormous number of
heterogeneous Machine-to-Machine (M2M) devices connected
to the internet through a Gateway (GW) device. This creates
congestion in the GW node due to the massive number of
device transmissions that need to be managed at both the
Physical (PHY) layer and the Media Access Control (MAC)
layer. Virtualisation of the Gateway’s MAC (GW-MAC) can be
used to improve the scalability of LS-IoT networks, supported
by a robust and seamless concurrent PHY layer multiplexing.
However, the GW-MAC virtualisation may introduce additional
delay when scheduling devices. Therefore, this paper evaluates
the impact of the GW-MAC virtualisation on a classical Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA)
random MAC scheduling protocol by using a modified through-
put model which incorporates the effects of the GW-MAC
virtualisation process for a non-saturated network. The results
obtained in this study suggest that the GW-MAC virtualisation
reduces the throughput of the network. However, the results show
that the reduction in throughput can be improved by the creation
of multiple virtual GW-MAC instances supported by multiple
independent collision domains in the PHY layer multiplexing.

Index Terms—Media Access Control (MAC), CSMA/CA, Vir-
tualisation, Gateway (GW), Large-Scale IoT (LS-IoT)

I. INTRODUCTION

The proliferation of Machine-to-Machine (M2M) devices
associated with numerous Internet of Things (IoT) applica-
tions require large-scale networks akin to the cellular network
infrastructure. In fact, LS-IoT networks in the future may
require a much larger access network than cellular networks.
As such, new technologies and standards have been devel-
oped to address the increase in IoT network size with an
emphasis on the Media Access Control (MAC) layer. One
example of these standards is the IEEE 802.11ah standard [1]
which proposes a novel Restricted Access Window (RAW)
MAC mechanism and hierarchical scheduling combined with
the classical Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) random access technique referred to
as the Distributed Coordination Function (DCF). Another
issue with LS-IoT is that the Gateway (GW) nodes experience
congestion problems which is sometimes eminent at the MAC
layer. Some PHY layer improvements exist to provide a
seemingly concurrent transmission. However, the GW-MAC
acts like a bottleneck in a LS-IoT scenario [2].

Virtualisation of the GW-MAC is one of the approaches
that can be used to ease the congestion of the GW-MAC and
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improve the scalability of the network. This can be achieved
by offloading the GW-MAC functions externally to a remote
edge (eDC) for execution. However, this process may affect
the ability of devices to perform a random MAC scheduling
procedure. This effect has not been widely investigated in
literature. Therefore, in this study we present a throughput
model based on [3] and [4] which is based on the CSMA/CA
random MAC scheduling procedure like the DCF used in
the 802.11 networks. We consider the non-saturated condition
since most M2M devices in 10T networks do not always have
traffic to be transmitted because IoT traffic is usually event-
driven and less bursty. Therefore, the non-saturated model
is ideally suited for representing IoT networks. Based on
this model the GW-MAC virtualisation cost is introduced to
arrive at a GW-MAC virtualised throughput model for a single
instance and multiple instances which is used for the analysis.

The rest of the paper is organised as follows: Section
IT presents related works on the GW-MAC virtualisation.
Section III presents the MAC device scheduling throughput
model, first without the virtualisation delay and followed by
the introduction of the virtualisation delay. Section IV then
presents the numerical computation of the model, the results
obtained, and the analysis thereof. Section V concludes the
paper by consolidating all the key aspects studied in this paper.

II. RELATED WORK

The virtualisation of the lower layers (PHY and MAC
layers) of a wireless communication protocol stack has barely
been studied. Very few studies on the virtualisation of GW-
MAC exist irrespective of the type of wireless application. In
this section, some of the few related works on the general
MAC virtualisation are reviewed and their shortfalls are
highlighted to motivate the need for analysing the impact of
GW-MAC virtualisation in LS-IoT networks.

In [5] a concept for virtualising the MAC functions in an
Access Point (AP) is proposed by splitting the physical AP
such that the physical AP is transparently connected remotely
to a machine hosting the virtual MAC through a tunnel over
Ethernet. The results of the proposed concept indicate a fairly
small drop in throughput due to the virtualisation of the
MAC with improved flexibility in managing the MAC of
the AP. However, the study does not investigate the impact
of using multiple instances of the virtual MAC which could
improve the throughput performance. Also, the study does not
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consider the large-scale nature of the network to establish the
extent of the degradation in throughput performance. In [6],
Caeiro et al. proposed an algorithm for addressing network
capacity constraints through virtualising the wireless access
mechanism. They proposed a concept of a differentiated
virtual base station instantiation within a given coverage
area. Their algorithm encompasses various radio resources
management activities which include the MAC scheduling of
devices in a wireless channel. In their results, the number of
virtual base stations is compared with the average data rate
of a cluster of devices which indicates a minor difference
between the maximum deviation of the average data rate and
the number of virtual based stations. Though the work studies
the effect of virtualisation on the average data rate, it does not
specifically focus on large scale M2M or IoT traffic types.
In [7] a generic approach is proposed for virtualising the
MAC in heterogeneous networks with different radio access
technologies. The author uses a novel approach to offload
resources for mobility and device scheduling. The results
obtained in their work suggest that resource utilisation can be
enhanced by virtualising the MAC function of the radio access
component. However, the results are not based on M2M or
IoT traffic types. In [8] the authors conducted an experiment
based on the deployment of virtual MAC protocols in a shared
network. They used a software program called MAClIets to
provide real-time virtualisation of the CSMA/CA based MAC
scheduling of devices in an IEEE 802.11 network. The results
obtained in the study merely indicate a saturation of the
throughput level of the virtual MAC as additional devices join
the network. However, the experiment was based on only 3
best effort devices which do not represent a LS-IoT network.

In general, from the related works, there is very little focus
on studying the effects of GW-MAC virtualisation on the
scheduling of devices in LS-IoT based networks. However, the
move towards GW-MAC virtualisation must be evaluated with
emphasis on the scalability (throughput performance versus
the number of devices) of the network rather than the mere
benefits of flexibility in managing the GW nodes.

III. MEDIA ACCESS CONTROL MODEL WITH GW-MAC
VIRTUALISATION

A. Basic Random Access Mechanism based on CSMA/CA

We first consider a large number of M2M devices con-
nected to a GW node. A group of devices contend for a
transmission opportunity in a single channel. The contention
is based on the CSMA/CA mechanism which is the basis for
some MAC protocols in IoT networks such as the Distributed
Coordination Function (DCF) used in the IEEE 802.11ah
standard for device scheduling in time slots [9]. A device
that has data in its MAC buffer to be transmitted first senses
the communication channel to detect if the channel is free
from any ongoing transmission. If the device senses that the
channel is idle within a period called an Inter-frame Spacing
(IFS), the device then initiates the transmission of the data
packet. On the other hand, if the device senses that there is
an ongoing transmission in the channel during the IFS period,
the device continues to monitor the channel until the channel
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is idle for the duration of the IFS. When the channel is idle,
the device enters a random back-off (BO) procedure before
transmitting the data packet. The random BO procedure in
this case serves as a collision avoidance mechanism during
transmission. The random BO procedure does not completely
avoid collisions. However, it reduces the probability of having
multiple transmissions in one channel. The random BO is
selected over a range of 0 to CW, where CW is referred to as
the contention window, starting with the minimum contention
window CW,,,;,,. After randomly selecting a BO time, the de-
vice then initiates a down counter until it reaches zero before
transmitting a packet. If the transmission is unsuccessful after
the BO timer reaches zero, possibly due to a collision, then the
contention window is increased to 2:CW,,;n, upon each failed
transmission attempt until the maximum contention window
value CWp, 4. The parameter i represents the current BO
stage. The BO procedure is executed so long as the channel
is idle. However, it is frozen when a transmission is detected
and resumed when the channel is idle again for an IFS period.

The time duration for transmission after the IFS period
is divided into time slots, t4,:. Devices therefore may only
transmit at the beginning of a timeslot. The duration of the
time slot is therefore very critical in the performance of
the LS-IoT network. This is because the time slot is shared
amongst all other devices contending for channel access.
Hence, a heterogeneous LS-IoT network of devices that
results in several random device scheduling events at different
times with different traffic rates can potentially impact the
throughput level. To describe such a situation, a non-saturated
throughput model is adequate which is presented in the
following subsections.

B. Non-saturated CSMA/CA Probabilities

In order to estimate the throughput of the non-saturated
network, some key probabilities need to be established. These
are the conditional collision probability denoted as p, the
probability that there is at least one active transmission in
a time slot denoted as P;,., the probability that there is a
successful transmission in a time slot denoted as P,,. and
the probability that a device initiates a transmission in a
time slot denoted as 7. We first present the equations for
the probabilities p, P and Ps,. based on the saturated
model presented in [4] which still applies for a non-saturated
network. We then present the probability 7 based on [3] which
conforms with a non-saturated network hence can be used
to describe a LS-IoT heterogeneous network that schedules
devices based on the CSMA/CA random access technique.
The models in [4] and [3] have been widely applied in other
works due to their accuracy.

The conditional collision probability p is defined in 1 and
is based on the probability that, in a given time slot at least
one of the remaining d — 1 devices may transmit some packet.

p=1—(1—7)%"" (1

The probability that there is at least one active transmission
in a time slot P;,. is defined in 2 and is based on the fact
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that there are d number of devices that contend for a transmit
opportunity based on the probability 7.

Pp=1—(1-71) )

The probability that there is a successful transmission in a
time slot P;,. is defined in 3 and is based on the fact that
there is at least one device and exactly one device transmitting
in the channel.
dr(1 —7)41
Pyc P 3)
The probability 7 that a device initiates a transmission in a
time slot is the fundamental part of the throughput model. This
is because 7 describes the contention process which occurs
before the attainment of a transmit opportunity. In addition,
the probability that a device initiates a transmission depends
on the packet arrival rate from the upper MAC (part of the
MAC that interacts with the Logical Link Control sublayer) of
the device for transmission. Therefore, to obtain 7, a Markov
model that defines the CSMA/CA contention process for the
non-saturated network (the rate at which packets arrive for
transmission) can be used. There are numerous Markov mod-
els proposed in literature for non-saturated networks such as
[10] and [11]. However for accuracy and ease of computation
we adopt the Markov model proposed by [3] which yields the
equation for 7 depicted in 4 and 5.

1/(1-p)

%+%+1+%PBAPNA+C¥+IP_7P%

@
m—1 WZ 1

a=Y it )
i=1

The parameter W is the contention window of the initial
BO stage obtained as CW,,;, + 1, W; is the i*" contention
window represented as 2°CWymin and m is the number of
backoff stages. As presented in 4 and 5, the model considers
the probability Pp 4 where the channel is busy when a packet
arrives for transmission or during the initial IFS period and
the probability Pn 4 where no packet arrives for transmis-
sion. Also, the probability ¢ where a new packet arrives for
transmission during a time slot is considered. The probability
Pp4 is given in 6 which is based on the probability that
there is at least one busy instance in an IFS period. The busy
instance is described by the probability of a collision and a
successful transmission during the average slot duration ;.
The parameter ¢4,; here represents the average slot duration
covering the slot activities including idleness, collisions and
successful transmissions.

1-(-7)¥xTypg
Ppy=1—e Estot . (6)

The probability Py 4 is given in 7 which is simply derived
based on the utilisation (\/ ) of the MAC queue in the device.
Thus, when the utilisation of the queue increases, the lower
the probability of having an empty queue which indicates no
packet arrivals. X is the rate of packet arrivals for transmission
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and p is the service rate of the packets defined as 1/(ng ot X
tsiot), With ng,; being the number slots used for transmission.

) 1=Xp Ap<1
PNA—{O M1 (7N

The probability ¢ that at least one packet arrives during
tsiot 1S given as

7)\m' 8)

The equations 1, 4, 6, 7 and 8 represent a system of non-
linear equations which can be solved numerically to obtain
the p, 7, Pxa, Ppa and q.

C. GW-MAC Virtualisation Throughput

Binachi presented a model for estimating the throughput S
of a saturated network in [4] based on the CSMA/CA protocol
in 802.11 networks which is presented in 9. This also applies
to a non-saturated network. In 9, Lpy p is the average length
of the packet payload in bits, T3, is the duration of a busy
channel due to an active transmission and 7,,; is the duration
of a busy channel due to a collision.

S = PsucPtrLPLD (9)
(1 - Ptr)tslot + PsucPtTTtw + Ptr(l - Psuc)Tcol

We now introduce the virtualisation component into 9.
It is important to highlight that 9 estimates the throughput
without any explicit indication of the type of MAC scheduling
mechanism employed. The expression in the denominator
of 9 defines the average time slot value tg .. In order to
introduce the random access mechanism and the virtualisation
delay in the throughput equation, the parameters T}, and T,
are defined based on the slot activities and access scheme
illustrated in Fig. 1. To obtain this, we assume a basic access
mechanism and that the GW-MAC virtualisation delay is the
same for both uplink and downlink. We also assume that
the duration of the IFS is the same for all types of packet
transmissions or devices including the GW and that the packet
size is fixed. Based on these assumptions, the duration of a
successful transmission 73, is defined as

Tio = Tupr+Trip+Tack +2(Tirs+Trc+Tyvr). (10)

Equation 10 describes the activities that happen in an average
slot duration for successful transmission. The device transmits
the available packet for a duration Ty pgr proportional to the
length of the packet’s header as well as a duration Tprp
proportional to the length of the payload carried by the packet.
The transmitted packet will encounter some propagation delay
between the device and the GW which is represented as Tpg.
Once the packet arrives at the GW node, the GW does not
process the packet at the MAC. Since the MAC is externally
virtualised or deployed in a remote eDC, the delay imposed
by the virtualisation process Ty r is added to the average
duration of the transmission. Once the packet is successfully
received at the eDC and processed for forwarding onto the IP
network, an acknowledgement (ACK) frame is generated in
which the duration of the ACK frame T4k is proportional to
the length of the ACK frame. The ACK frame is sent back to
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Fig. 1. Timing diagram of a CSMA/CA algorithm for uplink access with
GW-MAC virtualisation

the GW which approximately doubles the virtualisation delay.
The GW then sends the ACK to the device after an IFS period
denoted by T7rs which also doubles the propagation delay.
After receiving the ACK, the device waits for another IFS
period before it attempts to transmit the next packet which
doubles the IFS period.

The duration of a collision or an unsuccessful transmission
Teor is defined in 11. With a collision, there is no activity
performed by the GW hence the activities of the GW are
not considered. This means that there is no ACK transmitted
back to the device. However, the device will still expect an
ACK frame until a T'4c k., time out has reached. Therefore,
the duration of the collision is defined by the ACK time out
value, the duration of the packet transmission (header and
payload), the IFS period for the next transmission attempt
and the propagation delay.

Teot =Tupr +Tprp +Tirs +Tackro +Tpg. (11)

We now consider that there are multiple instances of the
virtualised GW-MAC deployed at a remote eDC. In this
case, the idea is that each instance of the GW-MAC serves
a group of devices that contend for channel access in a
single frequency channel. This means that the number of
virtual MAC instances is equal to the number of collision
domains. With this consideration, the throughput model can be
modified based on the number of virtual GW-MAC instances.
Another important consideration is that, when the number of
MAC instances increases, the traffic load on the virtualisation
process increases which means that the virtualisation delay
will increase. For convenience, we assume that the virtu-
alisation delay increases exponentially with the number of
MAC instances. This is because the virtualisation process
can be represented as a queueing system with traffic arrivals
based on a Poison distribution. Therefore this is likely to
produce a virtualisation delay that grows exponentially based
on the number of virtual GW-MAC instances. Therefore Ty r
is modified such that it becomes T}, = (Tvg)™ where
n, is the number GW-MAC instances. The parameter T3
is replaced with Ty in 10 to give S for a single colli-
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sion domain. Considering all the assumptions, the virtualised
throughput Si% based on the number of GW-MAC instances
can be derived as the superposition of the throughput for each
collision domain as depicted in 12.

SVR=)_S: (12)
v=1

IV. NUMERICAL COMPUTATION, RESULTS AND ANALYSIS
A. Experimental Setup

The initial parameters used for the numerical evaluation of
the model are shown in I and are based on the IEEE 802.11ah
standard for LS-IoT as summarised in [12] and [13]. The
computation of the model was performed using MATLAB.
For all the results obtained, the number of devices was varied
between 1 and 1200. A PHY layer channel rate of 130 Mbps
was used to obtain the transmission duration of the header
and payload which conforms with 64-QAM modulation and
2 Spatial streams in a 16 M Hz channel bandwidth. A slot
duration of 500 wps was also used which corresponds to the
minimum restricted access window slot duration in the IEEE
802.11ah standard. The IFS duration was chosen such that
it is equal to the longest 802.11ah IFS duration of 264 us
for basic channel access. The length of the header used was
16 bytes, corresponding to the maximum length of the short
MAC header for uplink access. The minimum and maximum
contention window values used are 15 and 1024 respectively
which gives 6 maximum BO stages.

TABLE 1

MODEL EVALUATION PARAMETERS
Parameter Value
MAC header length 16 Bytes
ACK frame length 26 Bytes
IFS duration 264 ps
Propagation delay 1 us
Slot duration 500 ps
ACK time out 300 us

number of BO stages 6
Minimum Contention Window 15

To evaluate the extent of the effects of the GW-MAC virtu-
alisation, four different arbitrary values for the virtualisation
delay Ty r were used to generate the results which are: 20 ms,
5 ms, 200 us and 50 us. We also define four different types
of IoT traffic classes based on the length of the payload and
interarrival time of packets as shown in Table II. This is to
evaluate and verify the model based on the different traffic
arrival rates. The rate at which packets are generated by the
device for transmission in terms of bits per second can easily
be derived by dividing the payload length by the interarrival
time. The traffic classes are characterised by the type of IoT
applications which are: Industrial Automation (IA), Logistics
and Transportation (LT), Agricultural Monitoring (AM) and
Smart Metering (SM). As depicted by the values in Table II,
the TA application typically has more data to be transmitted at
relatively short intervals. This is followed by LT applications
which typically have shorter data payload and longer trans-
mission intervals than IA. AM applications also have a much
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shorter data payload and much longer transmission interval
than IA and LT. Lastly, SM applications are attributed to very
short data payload and very long transmission interval than
IA, LG and AM applications.

TABLE 1T
10T DEVICE TRAFFIC ARRIVAL CHARACTERISATION

IoT Payload size  Interarrival time
Application  (bytes) (seconds)

1A 150 0.01

LT 100 0.1

AM 50 15

SM 20 60

B. Analysis of Results

At first glance one can observe the classical throughput
behaviour of a basic CSMA/CA random access scheme in
Fig. 2, Fig. 3 and Fig. 4. Thus, the throughput rises with the
increasing number of devices almost linearly until a certain
point where there is no longer an increase in the throughput.
This point is the maximum throughput of the system which is
the peak of the curve. The increase in throughput before the
peak is signified by a very low probability of collision hence
minimal packet losses. It can also be observed that the results
with the highest maximum throughput exhibit the steepest
decline in throughput after saturation. This is attributed to the
increased load on the network or the probability of a collision
as the number of devices increases. We now discuss the results
of the individual plots. We first analyse the throughput results
based on the different traffic characterisation to verify the
behaviour of the model.

In Fig. 2 the throughput for a single virtualised GW-MAC
instance is plotted against the number of devices for different
IoT traffic classes characterised by different traffic arrival rates
in the device. A virtualisation delay of 50 us corresponding
to the least virtualisation delay value in the set-up was used to
obtain the results. It can be observed that IA generally has the
highest throughput followed by LT, AM and SM. This is an
anticipated behaviour that is attributed to the differentiation
of traffic arrival rates. The IA traffic class has the highest
arrival rate as can be deduced in Table II. This, therefore,
increases the probability of having at least one packet arrival
in a slot for transmission. As a result, devices that generate the
IA traffic class will have more chances of transmission than
the other types yielding a maximum throughput value that is
higher than the other traffic classes. The same effect can be
said for behaviour seen with the LT, AM and SM traffic types.

We now discuss the effects of the virtualisation delay. The
results presented in Fig. 3 show the throughput for a single
virtualised GW-MAC instance which is plotted against the
number of devices. The payload size and the interarrival time
for the TA traffic class are used to obtain the result presented.
The throughput for the different virtualisation delay values is
also plotted and compared with the results obtained when the
virtualisation is not considered. It can be observed that when
there is no delay imposed due to virtualisation, the maximum
throughput versus the number of devices is higher than when
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different IoT traffic classes
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Fig. 3. Throughput results plotted against the number of devices for the
different GW-MAC virtualisation delay values.

the delay imposed due to virtualisation is considered. It can
also be observed that when the virtualisation delay is intro-
duced, the throughput drops as can be seen with results for
20 ms, 5 ms, 200 pus and 50 ps. Thus, the throughput reduces
as the virtualisation delay increases as can be seen from the
fact that the throughput is at its lowest and almost constant at
20 ms, which is the highest virtualisation delay considered.
These observations are expected because the average slot
transmission time is minimised due to the absence of the
virtualisation process by the GW-MAC hence more devices
can access the channel as a result of a reduced possibility
of finding the channel busy. In addition, the average slot
transmission is increased when the virtualisation delay is also
increased hence the probability of collision or finding a busy
channel is higher which results in much lower throughput.

In Fig. 4 the throughput results versus the number of
devices are presented and compared with three situations. The
first situation is when there is no virtualisation of the GW-
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Fig. 4. Throughput results plotted against the number of devices compared
with the absence of GW-MAC virtualisation, the presence of 1 GW-MAC
instance and 4 GW-MAC instances.

MAC, the second is when there is only one instance of the
GW-MAC virtualisation, and the third is when there are mul-
tiple instances of the virtualised GW-MAC. For both single
and multiple instances the highest virtualisation delay value of
20 ms is used to represent the worst-case scenario. It can be
observed in Fig. 4 that the throughput is lowest for the single
virtual instance but higher with no virtualisation. Note that this
is similar to the behaviour observed in Fig. 3. However, the
interest here is the comparison with the behaviour when there
are multiple instances. It is observed that with 4 instances,
the throughput is significantly higher as anticipated. This is
due to the consideration that each instance is served on a
separate collision domain represented as different channels,
and hence, the superposition of the throughput of all instances
increases the overall throughput. This suggests that to counter
the effects of the virtualisation delay as seen with the single
virtual instance and to significantly improve the throughput, it
will be necessary to employ a strategy to create multiple GW-
MAC instances where each instance is mapped to a group of
devices using different channels.

V. CONCLUSION

In this paper, a reference MAC scheduling throughput
model was presented and modified to evaluate the effects of
offloading the GW-MAC functions to a remote eDC in the
context of a non-saturated LS-IoT network. The virtualisation
delay was introduced as part of the average transmission time
in a given slot for a CSMA/CA MAC scheduling scheme
for M2M devices. The results obtained in the study conform
with the classical throughput behaviour of the CSMA/CA
scheduling scheme. The results further showed that for a
heterogeneous (IoT traffic classes) non-saturated network the
maximum throughput is highest for IA traffic classes and
drops for LT, AM and SM traffic class in that order. However,
the rate of reduction in throughput is highest for IA traffic due
to the increased traffic load on the network when compared to
the other traffic classes. In terms of the effect of virtualisation,
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the results obtained suggest that the throughput is higher when
there is no GW-MAC virtualisation compared to when there
is one instance of a GW-MAC. However, it was shown that
creating more instances of the virtual GW-MAC significantly
improves the throughput under the condition that each GW-
MAC instance serves a group of devices in a separate channel.
Proposed future work will be to model the virtualisation delay
based on the different virtualisation processes involved to
ascertain a more accurate representation of the effects of the
GW-MAC virtualisation.
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Abstract—Increasing the turbine density in wind plants allow
for an increase in power density and increases accessibility to the
individual turbines due to the shorter distances between them. It
also has the capability to reduce length of interconnecting cables
depending on the communication architecture and topology
employed, resulting in reduced maintenance costs over the
duration of the wind plant lifetime. The resulting shorter inter-
turbine distances lead to increased wake interactions between
turbines that negatively affect the plant efficiency and increase
turbulence intensities at downstream turbines. In modern-day
wind plants, turbine-level control as well as plant-wide setpoint
optimization is needed to maximize plant power while minimiz-
ing loads on turbines to improve plant efficiency. In this study,
an axial-based plant-wide power maximization is carried out
using particle swarm optimization (PSO), a heuristic algorithm
and interior point optimizer (IPOPT), an exact solver. Results
suggest that applying either optimizers, impressive wind plant
power increments are possible with turbulence intensity levels
kept below 15%, for wind inflow conditions as low as 7 m/s.

Index Terms—Axial induction, wind power maximization,
plant-wide optimization, PSO, IPOPT.

I. INTRODUCTION

Wind plants allow more active electrical power to be gen-
erated from a given area by increasing the number of turbines
deployed within the area. This can reduce operation and
maintenance (O&M) costs [1] by reducing access constraints
to individual turbines and reducing length of interconnecting
cables. The drawback, however, is the resulting increased
aerodynamic interactions known as wakes between operating
turbines, which could negatively impact plant power produc-
tion [1] due to wake velocity deficits. These interactions also
has the capacity to increase the turbulence intensity levels at
individual turbines within the wind plant [2], making turbine
wake modeling a crucial objective to the reduction of power
losses and overall improvement of plant efficiency [3].

In the literature, analytical models such as the Park model
in [4] have shown simplicity yet exhibited effectiveness in
wake modeling, while also offering low computational costs
in wind plant power prediction. Experimental and numerical
models provide a better insight to turbine wake modeling,
attempting to capture more wake characteristics such as
wake meandering and wind shear and offering high-fidelity
solutions compared to analytical methods [3]. The problem,
however, is that they are slow and computationally expensive
compared to analytical models [5], [6]. Increasing turbulence
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levels increase turbine fatigue loads and can affect plant
lifetime [6]. This induces a possible increase in capital costs
from turbine support structures. Studies have shown that
optimizing turbine set-points could provide better results than
completely shutting down individual turbines [6].

Many studies in the literature that employ static analytical
models apply both gradient-free and gradient-based methods
to obtain turbine set-points, based on a static thrust coefficient
(Cy) table. The sequential non-linear optimizer (SNOPT),
a gradient-based method that yields local optimal solutions
to constrained non-linear problems is used in [7], [8], The
authors in [9] employ sequential convex programming using
CVX, a MATLAB-based global optimization tool, for turbine
set-point optimization. Game theoretic methods are explored
in [10] for plant power optimization using each turbine’s axial
induction factor a; as the optimization variable. Heuristic
methods such binary PSO and genetic algorithms (GA) have
also been applied by [11] and [12] respectively to solve the
plant power maximization problem. In [11] the PSO is used
in a distributed architecture for plant power maximization
with turbine axial induction factor and yaw angle as the
optimization variables.

This study focuses on exploring the PSO, a heuristic
method, and IPOPT, an exact method available through the
GEKKO optimization suite [13] in a centralized architecture
for axial induction-based plant power maximization.

II. METHODOLOGY

In this study, an already existing analytical wake and
turbulence model are incorporated to predict power generation
at individual turbines in a wind plant. To account for multiple
wake effects on a single downstream turbine, the study applies
to the chosen single wake model, a superposition principle
based on the inter-turbine distances in the wind plant. A regu-
lar turbine deployment where turbines are statically positioned
within a fixed area following a regular hexagonal pattern
is employed. The focus of the optimization is to improve
overall wind plant power production by first increasing turbine
density while ensuring that the resulting increase in turbulence
intensity levels does not exceed 20% (1'1"%*), and then ap-
plying optimization techniques to further maximize the wind
plant power production for wind inflow conditions considered.
Following a 12-bin wind rose, optimization is carried out
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for a single direction and for three inflow conditions; 7 m/s,
8m/s, and 10 m/s. Also, three inter-turbine distances; 4D,
5D, and 6D are studied and their optimized plant power
productions are compared to that of a 7D non-optimized
spacing. The study assumes that at a 7D inter-turbine distance
is large enough for wakes to sufficiently recover, hence, an
insignificant deficit downstream. Such inter-turbine distances
are regarded as conventional [14], needing no optimization.
Hence, any optimization effort for such spacing will only be
impacting negatively on both capital costs and O&M costs. By
nD, it is implied that the hexagonal sides on whose vertices
and centre turbines are deployed, are n rotor diameters long.

A. Wake Model

A continuous single wake model presented in [15]; an
extension to the familiar Park model [4], is employed to
ensure velocity continuity at the boundary of the wake zone.
The single wake model defined by [4] is derived using an
ambient-based methodology and multiple wakes are combined
using the root sum square superposition method. Due to the
close inter-turbine spacings studied, it was necessary to re-
define the single wake model as a rotor-based model while
retaining the root sum square method for combination of
multiple wakes. Assuming a uniform flow at each turbine’s
rotor plane, Equation (1) expresses the wake velocity at each
turbine in the wake zone of an extracting upstream turbine.

Ub7n,j _ U[i;ee(l . Udef_t) (1)

b,k
where U, g 7€ (also known as U) is the free wind inflow and
U 5 if ;t is the total deficits suffered due to wakes from all the
upstream turbines, and is dependent on the affected turbine 7,
time instance x, and wind direction b, as given in (2).

T 2

Udef,—t: % _ 2
2P EraE @) O

where the term enclosed in brackets represents a single
wake velocity deficit, a; and D; is the upstream turbine(s)
axial induction factor(s) and rotor diameter(s) respectively.
The parameter « is the decay constant which determines how
fast the wake spreads and can be expressed in terms of the
roughness length z, ; of the plant site and the considered
turbine’s hub height zy. The term ( is given in (4) while
the divergence of the wake is then estimated from (5). The
parameters x in (2) and (4), and r in (4) are both distance
parameters (in meters) and represent the distance of turbine
j from each upstream turbine ¢ € 7 in the longitudinal and
perpendicular directions, respectively.

0.5
O=1r= 3)

Zr_l

Tb,k,i
= —_—22 5 4
¢ — “4)
v =2tan () . 5)
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B. Turbulence Intensity Model

At such close deployments investigated, the study assumes
that the wake-generated turbulence presented by Frandsen’s
simplified WT model [16] and given in (6) is dominant,
encapsulating any ambient turbulence effects.

0,wake
71, = J%wake (©6)
! Lj

where 0 ,qke 15 the representative standard deviation.

v? :

00,wake = 2 + Umean,O (7)
L5+08<1”W”>)

where x"°"™ is the longitudinal distance between the

nearest upstream turbine ¢’ and turbine j normalised with the
rotor diameter D;, and Omean,o 1s the time-averaged value
of standard deviations for the wind plant site. The parameter
Cihrust s the thrust coefficient of turbine j corresponding
to Uj, as opposed to Uy, proposed by the simplified WT
model. This is done to prevent its less conservative nature of
predicting TI, considering the close inter-turbine deployments.

C. Wind Plant and Turbine Characteristics

Turbines are deployed within a fixed dimension following
a hexagonal pattern. As part of a wider study that aims to
improve the annual energy production of a wind plant site
whose wind information is provided with a 12-bin wind rose,
a hexagonal deployment has been followed to deliberately cre-
ate bins of sufficiently large inter-turbine distance, enhancing
a no-optimization in these bins. Fig. 1 depicts a 12-bin wind
rose with sample hexagonal deployments.

Fig. 1. Hexagonal deployment on 12-bin wind directions. [17]
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With respect to Fig. 1, sufficiently large inter-turbine spac-
ing can be created for bins B, D, F, H, J, and I. As demon-
strated in Table I for the different inter-turbine distances
investigated, the 4D deployment would have an inter-turbine
spacing of approximately 6.92D which is very close to a 7D
inter-turbine spacing, hence, ignoring optimization in these
bin directions.

TABLE I
INTER-TURBINE DISTANCES IN ROTOR DIAMETERS

Deployment (D) Inter-turbine Distances (D)

BinB=D=F=H=J=1

7 ~ 12.12
6 ~ 104
5 =~ 8.66
4 ~ 6.92

Figure 2 and Table II (values approximated to 3 d.p)
provide details about the turbine used for the investigation.

300

0.8
250

o
o

200

150

Power(kW)
o
=

Thrust Coefficient

100

0.2
50

0.0

0 5 10 15 20 25
Wind Speed (m/s)

Fig. 2. Power and Thrust Curve: Power (kW) and thrust coefficient (Ct)
versus wind speed (m/s) of the Bonus 300 kW MKIII wind turbine generator
with U, = 3 m/s, Uy = 14 m/s, Uyt = 25 m/s, D = 31m, and zp.p =

30m, Cp,, . = 0.5923 [18].
TABLE II
TURBINE AXIAL DATA (U;,, TO Uy).
U(m/s) 3 4 5 6 7 8
a 0.342 | 0.342 | 0.276 | 0.226 | 0.294 | 0.255
U(m/s) 9 10 11 12 13 14
a 0.226 | 0.192 | 0.168 0.15 0.126 | 0.109

D. Power Modeling

The power at a controlled turbine can be computed from
(8) according to the modeling in [19]. Wind plant power op-
timization is then obtained through a coordinated distribution
of control set-points across all the turbines in the plant.
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0, if U < Upp
1
—pAU3C,, ifU;,, <U<U,
PU) =412 (®)
5pAU?’O,,*, if U, <U < Upe
Oa if Uout S U

where C, and C)," are the power coefficients in the design and
optimized forms, respectively. Furthermore, U;,,, U, and U,
are the cut-in, rated, and cut-out wind speeds, respectively.

C, = 4a(1 — a)? ©))
III. MATHEMATICAL FORMULATION

Here, the study presents a formulation to effect a coor-
dinated and centralized control on wind turbines in a wind
plant using PSO and IPOPT, with the aim of finding optimal
set-points for each turbine in a major wake zone (MWZ)
that yields an improved overall plant power compared to a
counterpart non-optimized base case.

Consider an inflow into a fixed dimension wind plant as
shown in Fig. 3. Let A/ be a set of all turbines in the wind
plant, M C N is a set of MWZs, m, and 7 is a set of turbines
in m. Because the area of the plant is fixed, values of M and
N decrease as minimum deployment distance increases.

Incoming wind ‘ l
. . A
direction

5e 1e 170 230 290
350 i 4le 47 e ! 53e ! 59 ! 65e
\ v I ' v ) . .
40 10@ 16 g 220 28 @
Y : Y Y i Y ' Y ' Y
340 ! 40e 460 ] 520 i 58e ,  64e
| v i ' v ) ‘ )
3e ! 9e 15 210 ! 27 e !
4 TS 4 459 T 24 S 4
i v i ' v i v . .
20 g e 140 20e 26 @
A4 i A4 i A4 A4
32e 38 e 44 @ | 50e H 56 ® C 62
. A\ 4 H 1 H
1e 70 13, 19e H 25 H
v \ 4 04 ! 4 v ' v
31e : 37e 43 @ H 49e H 55 @ ! 61e
H 1 : \ 4 0 1 H
H Oe H 6e : 12e g 18 e 1 24 ® H
\4 \4 \4 \4 \4 v
30 e 36 e 42 e 48 @ 54 @ 60 ®

Fig. 3. A regular hexagonal layout showing direction of inflow.

Consider a major wake zone m of T turbines with power
productions {P;};c7 and control settings {a;};c7 that are
standing in the wake of each other, with a free-stream inflow
U from the direction illustrated on Fig. 3. The optimization
variable considered in this study for plant power maximization
is the axial induction factor a, hence, an adjustment in a of
any ¢ € 7 in m, affects turbine i’s power production and those
of others in its downstream. Optimal settings of a Vi € T and
vm € M, will thus produce a maximized plant power output
per instance of time. For simplicity, let each m be identified
by the number of the uppermost upstream turbine w.r.t the
wind inflow direction in Fig. 3.

The optimization problem can thus be formulated as:
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Vie M

max

M T
3
(Um,iyPm,i) Z Zﬂm,iUm,i

m=1 i=1

(10)

s.t. Qi < Omazx

0< Bm,iUg . < pmaz

m,i —

TI <TIm*

where U is given in Eqn (1) and § in Eqn (11)
pAC

Pm,i

ﬁm,i = 2

1D

Constraint 1 prevents the axial induction factor of each
turbine from exceeding the manufacturer’s maximum design
power coefficient (obtainable at U;, for the turbine model
studied). Constraint 2 ensures that no turbine power in the
plant exceeds that which it would generate at the mean free-
stream inflow U, and at the design axial induction factor
synonymous with that free-stream inflow, while also making
sure that all turbines in the plant generate power. Constraint
3 ensures that the turbulence intensity level at each turbine is
below a set maximum of 20% (TI™%*)

With the following parameters, 300 iteration runs were
conducted for each optimizer and results presented - IPOPT
(m.solver_options = [’linear_solver mumps’, mu_strategy
adaptive’,’ max_iter 1000’, ’tol 1.0e-5" ]); PSO(Particles = 30,
cl =2,¢c2 =2, wMax = 0.9, wMin = 0.2)

IV. RESULTS

Considering Fig. 3, all MWZs in the direction considered
contain the same number of turbines with equal separation
distances. Hence, results from a single MWZ are reported in
Figs. 4 - 7 to demonstrate the performance of both optimizers
in maximizing power and managing TI levels. Considering
a single MWZ (MWZ 5), results of wind speed, power, and
TI levels at each turbine are presented for all deployment
distances for a single wind inflow (i.e 7 m/s).

The base case operation depicts the normal behaviour
of the turbines with the investigated wake and turbulence
models. The optimized operation (PSO and IPOPT) shows
the turbine behaviour when a plant-wide coordinated control
is implemented.

Figures 4 - 7 show the performance of both optimizers
compared to the base case/non-optimized case, with an inflow
of 8 m/s. As seen, both optimizers show a similar degree of
power increment on the individual turbines and consequently,
MWZ and overall plant power, for all inter-turbine spacings
investigated. These power increments is accompanied with
significant decrements in turbulence intensity levels experi-
enced by each turbine in each MWZ.

For each of Figs. 8 - 10, it is also observed that overall plant
power increment for both optimizers decrease with increasing
deployment distance as expected, and this is consistent for all
wind inflows investigated. This justifies the popular choice to
not employ any optimization scheme on turbine set-points if
deployment distances are sufficiently large.
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Fig. 4. 4D deployment distance at 8 m/s mean wind speed.
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Fig. 5. 5D deployment distance at 8 m/s mean wind speed.
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Fig. 6. 6D deployment distance at 8 m/s mean wind speed.
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Fig. 7. 7D deployment distance at 8 m/s mean wind speed.
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Fig. 8. Total plant power for all deployments, at 8 m/s mean wind speed.
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Fig. 9. Total plant power for all deployments, at 8 m/s mean wind speed.
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Fig. 10. Total plant power for all deployments, at 10 m/s mean wind
speed.

It can also be observed from Figs. 11 - 14 that overall
power does not only change with inter-turbine distance, but
with varying wind inflow, decreasing as wind inflow increases.
At 7 m/s inflow, a plant power increase of approximately
37.4% is achieved with both optimizers for a 4D deployment,
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Fig. 11. Total plant power for all inflow conditions, for 4D deployment.
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Fig. 12. Total plant power for all inflow conditions, for 5D deployment.
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Fig. 13. Total plant power for all inflow conditions, for 6D deployment.
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Fig. 14. Total plant power for all inflow conditions, for 7D deployment.

reducing to 22.1% and 23.5% respectively for PSO and 7D deployments, respectively. These are shown graphically

IPOPT at 5D, respectively. A further decrease in overall

on Fig. 8. These power increments and accompanying TI

power increment to 9.89% and 3.95% is noticed with 6D and decrements are summarized in Table III.
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TABLE III
MWZ POWER INCREMENTS AND AVERAGED TI DECREMENTS.
Scenario Power Change(%): | Power Change(%): | Max TI(%)
PSO IPOPT

7 m/s +37.4 +37.4 14.9
4D: 8 m/s +28.5 +28.5 133
10 m/s +6.31 +6.31 114

7 m/s +22.1 +23.5 13.9
5D: 8 m/s +9.34 +9.34 12.9
10 m/s +3.69 +3.69 10.9

7 m/s +9.89 +9.89 14.4

6D: 8 m/s -0.35 -0.35 125
10 m/s +0.05 +0.05 10.9

7 m/s +3.95 +3.95 13.5

7D: 8 m/s -7.25 -7.25 11.9
10 m/s -3.79 -11.3 10.7

V. DISCUSSION

The study demonstrates the ability of the PSO algorithm
and IPOPT solver to improve plant power, given a fixed area
of hexagonally deployed turbines. It is shown that plant power
increment is possible even for a 6D deployment. However,
with such a deployment (6D) the resulting annual energy
production of the plant may not be comparable with that of
the benchmark (non-optimized 7D scenario). The PSO being
stochastic in nature and the IPOPT although an exact method,
but mostly settling to a local minima, have shown capability
to improve plant power with the 4D and 5D scenarios.
From presented results, both algorithms offer comparable
solutions to the problem. However, the IPOPT solver (which
implements the interior point algorithm) converges faster and
would be a preferred option for real-time solutions, which is
the case in wind farm set-point optimization.

Furthermore, a close observation of Fig. 8 indicates that
the gains achieved from axial-based plant-wide optimization
using these optimizers would totally lose significance at wind
inflows above 10 m/s regardless of the inter-turbine spacing.
Although this is dependent on the turbine model(s) and other
factors such as ground surface roughness effects from the
plant site, it will be necessary to employ more sophisticated
exact solvers that specifically find global solutions.

VI. CONCLUSION

By considering three different mean wind inflows, the
study has demonstrated that increasing the mean wind inflow
reduces the gains that can be achieved with a combination of
turbine density increment and plant-wide optimization. It has
shown that impressive power increments are possible while
keeping turbulence intensity levels below 15% at a low wind
inflow of 7 m/s for the turbine and inter-turbine spacing
investigated. In future smart wind farms, hexagonal layouts
can be exploited to create a combination of close and sparse
inter-turbine distances, taking advantage of close spacings to
maximize power productions at low wind inflows, while also
exploiting the large spacings to conserve computational re-
sources and communication bandwidth by neither optimizing
nor disseminating turbine set-point updates across the smart
wind plant.
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Abstract—Crop loss and failure have devastating impacts on
a country’s economy and food security. Developing effective and
inexpensive systems to minimize crop loss has become essential.
Recently, multispectral imaging — in particular visible and
infrared imaging — have become popular for analyzing plants
and show potential for early identification of plant stress. We
created a directly comparable visible and infrared image dataset
for dehydration in spinach leaves. We created and compared
various models trained on both datasets and concluded that the
models trained on the infrared dataset outperformed all of those
trained on the visible dataset. In particular, the models trained
to identify early signs of dehydration yielded 45% difference in
accuracy, with the infrared model obtaining 70% accuracy and
the visible model obtaining 25% accuracy. Infrared imaging thus
shows promising potential for application in early plant stress
and disease identification.

Index Terms—Machine Vision, Image Classification, Infrared
Imaging, Image Database

I. INTRODUCTION

Crop loss and failure directly impact not only a country’s
economy but also a country’s food security, often to devastat-
ing effects. For example, the rice blast disease alone destroys,
per year, enough rice to feed the entire population of Italy [1].
This is a constant pressure placed on the agriculture sector that
only increases during plant epidemics which cause greatly
exaggerated losses.

Once discovered, infected plants must be removed, and in
the case of many plants such as grapes and vineyards, new
plants must be planted. These plants, in turn, take around
five years to reach full production. Essentially, any plant loss
that occurs often affects many years of food production. As
such, the importance of not only successfully detecting plant
diseases once they have appeared but to do so as early in
their development as possible is essential to minimize disease
spread and damage to crop production [2].

In recent years, with the development of and increase in
ease of access to new equipment and technology, the use
of spectroscopy in the early detection of plant diseases has
become notably popular. This is due to the increase in demand
for inexpensive, rapid and non-invasive applications for plant
disease detection and classification [3].

Visible and infrared spectroscopy has been extensively
studied and effectively applied to systems designed to de-

This study was funded by National Research Foundation (120654). This
work was undertaken in Distributed Multimedia CoE at Rhodes University.
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termine the quality of agricultural products [4]. However,
a limited amount of the current literature focuses on its
use for, or application in, the detection of plant stress and
diseases [5, 6]. Furthermore, there is not much literature
determining its effectiveness in early disease detection.

This paper aims to show the difference in stress clas-
sification performance of a system using NIR image input
versus a system using visible image input. The stress chosen
was dehydration, and established dehydration classification
and early dehydration classification performances were also
compared.

II. MULTISPECTRAL IMAGING

The use of spectroscopy and multispectral imaging in early
detection of plant diseases has recently become notably popu-
lar due to its potential for inexpensive, rapid and non-invasive
application in plant disease detection and classification [3].

Spectroscopy is the study of electromagnetic (EM) waves
and their interaction with matter. Electromagnetic waves in-
clude the ultraviolet (UV), visible (VIS) and infrared (IR)
spectra [7], as shown in Figure 1 [8]. Multispectral imaging
is an analytical technique based on spectroscopy where im-
ages are captured within specific wavelength ranges across
the electromagnetic spectrum. The majority of multispectral
sensors for remote sensing capture visible (VIS) and near-
infrared (NIR) regions of the EM spectrum [9].
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Fig. 1. Electromagnetic Spectrum

Due to their many advantages over other analytical tech-
niques, visible and infrared (VIS-IR) spectroscopy, with wave-
lengths of 400 - 100 000nm, are considered one of the most
promising and extensively accepted non-invasive techniques
used for plant analysis [5]. As such, current literature mainly
focuses on the use of VIS-IR for determining the quality of
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agricultural product [4] and does not effectively explore the
combination of computer vision and VIS-IR imaging for its
use in the detection of plant stress and diseases [5, 6].

A. Spectral Reflectance of Plants

Research has shown that there exists a relationship between
specific absorbance-reflectance patterns for the photoactive
pigments in a leaf, mainly chlorophylls and carotenoids, and
the physiological state of the leaf [10].

Both of these photoactive pigments play a vital role in
a plant’s ability to photosynthesize by working together to
absorb and convert the light energy that reaches the leaf [11].
Changes in chlorophyll concentration and proportions are
triggered by stress, ageing and other factors directly related to
the production rate of the plant [12]. Thus significant changes
in reflectance in the leaf due to stress caused by strain or
pathogens and diseases can be observed in both the visible
range of 380 - 750nm and the far-red range of 690 - 720nm,
with the far-red range indicating early infection before other
regions of the electromagnetic spectrum do [13].

Specific wavelength ranges sensitive to the stress experi-
enced by the plants depend on the specific combination of
diseases and plant species in question. Various plant species
and diseases are thus explored below.

B. Related Studies

Many studies have been conducted to determine the wave-
lengths that provide the most significant changes in leaf
reflectance when infected or under stress for various plant
species and diseases/stresses. The following studies all com-
pare the VIS and NIR ranges and smaller ranges found within
them.

Xu et al. [14] studied Leaf Miner damage on Tomato leaf
and found the NIR ranges of 800-1100nm and 1450-1900nm
provided the most useful data for infection severity.

Ausmus and Hilty [15] studied both the maize dwarf
mosaic virus and Helminthosporium maydis diseases and their
effect on the reflectance of corn leaves. They found that
infected and healthy leaves possessed similar reflectance in
the visible range of 400-750nm but significantly different
reflectance in the NIR range of 800-2600nm.

Malthus and Madeira [16] studied the reflectance properties
of field bean infected by the fungus Botrytis fabae over the
VIS-IR wavelength range of 400-1100nm. They found that
wavelengths around 800 nm had the greatest response to the
changes caused within the leaf by the fungus.

Bravo et al. [17] studied yellow rust on wheat plants and
found that using four wavebands from the VIS/NIR ranges
of the spectrum, namely 543 £ 10, 630 & 10, 750 & 10 and
861£10, they were able to obtain a 96% classification success
rate between the healthy and infected wheat plants.

Riedell and Blackmer [18] studied the effect of Russian
wheat aphids and greenbugs on the reflectance spectra of
wheat. They determined that the wavelengths most responsive
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to the crop stress caused by these pests were 625-635nm and
680-695nm.

One limitation of the above-listed studies is that they use
specialized and expensive equipment to gather their data. The
equipment list includes mounted spectrographs, specialized
spectrometers etc.

This paper focuses on the wavelengths obtainable by more
affordable visible and infrared cameras and relies on machine
learning to make the final classifications. Due to the majority
of the compared literature selecting various wavelengths in
the far-red and NIR ranges, input covering both ranges will
be used in this research.

III. MACHINE LEARNING

Machine learning (ML) is a small subset of the field of
Artificial Intelligence and can be defined as the automated
learning done by a program to make predictions without
explicitly being programmed to make those predictions. This
is done through the use of learning algorithms which use
available data to create an estimation of some unknown
mapping between system inputs and outputs. This can be
used to generate future predictions based on the previously
observed samples. One of the most widely researched fields
of machine learning is supervised learning. Data samples
with both known inputs and known outputs are used during
supervised learning [19].

Traditional ML approaches require the application of fea-
ture extraction to the data prior to the model receiving it.
This focuses the model, allowing it to learn only the relevant
features by removing the confusion that unnecessary and
unrelated information introduces. The development of Deep
Learning (DL) has significantly decreased the need for a
model to rely on accurate feature extraction. Deep Learning
is a subfield of machine learning that is identifiable by its
use of at least more than 3 layers: an input layer, one or
more hidden layers and an output layer. A popular class of
deep machine learning algorithms is known as Convolutional
Neural Networks (CNN).

A CNN is a deep neural network algorithm that utilizes
convolutional layers [20]. Convolutional layers are considered
to be more specialized and efficient than fully connected
layers.

In a fully connected layer, each neuron within the layer is
connected to every neuron in the layer before. Each connec-
tion also has its own weight. This makes using fully connected
layers computationally expensive and memory heavy.

In contrast, in a convolutional layer, every neuron within
the layer is connected to only a few local neurons in the
previous layer. This proves to be very useful for spatial data
where features are locally clustered. It is also useful for
allowing CNN to prioritize notable features and ignore what
is unnecessary for categorizing the input. Thus other feature
extraction on input data is often not necessary. The same set
of weights are used for every neuron’s set of connections.
This is useful when features are equally likely to be found
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anywhere in the input. Hence why CNNs are a popular choice
for learning image datasets.

In general, a CNN architecture is comprised of a com-
bination of one or more convolutional, pooling and fully
connected layers. One of the most popular architectures for
image datasets is ResNet [21].

ResNet was proposed by He et al. [21]. They make use
of a deep residual learning framework in their architecture in
order to combat the degradation issue that arises with high
network depth. This is done by using ‘shortcut connections’
[22], or residual links, which allows connections to skip one
or more layers. In this case, these shortcut connections are
simple identity mappings where their outputs are added to
the outputs of the stacked layers. The system learns residual
functions without adding computational complexity and thus
makes the deep network easier to optimize and faster to
compute. A visual representation of the residual block found
in the ResNet architecture that uses a shortcut connection is
given in Figure 2 [21].

identity

Fig. 2. The ResNet residual block.

He et al. [21] compare their proposed architecture to pop-
ular existing state-of-the-art architectures such as VGG-16,
GoogleNet and PReLLU-net. They performed the comparison
using the ImageNet 2012 classification dataset [23]. This
image dataset consists of 1000 classes and over 1.4 million
images. They used just over 1.2 million images for training,
50k for validation and 100k for testing. Comparing the top-
5 error rates of the models generated for each architec-
ture, ResNet obtained consistently lower error rates than the
other architectures considered. The top performing existing
architecture models obtained an error equal to the poorest
performing ResNet model. The ResNet models showed a trend
of decreasing error rate with increasing layer depth. The 152
layer ResNet model obtained the lowest error rate of 4.49%.

In this research, a ResNet model of 30 layers will be used.
IV. EXPERIMENTAL SETUP

The following section describes the structure and setup of
the experiments conducted.

A. Data Collection

The plant species chosen to collect data from was spinach.
This was chosen due to the plant’s ability to grow year-round,
allowing it to be flexible to the needs of the data collector,
its quick nature in developing and displaying symptoms and
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stress and its ease at recovering when the stress is removed.
This allows for multiple opportunities to collect data from the
same plant.

The data was collected over a period of seven days, with
the plants receiving no water starting on day 1. This was to
initiate the process of dehydration in the plants. Images were
taken on day 1 to collect healthy plant images, day 5 to collect
images containing early signs of dehydration and day 7 for
images of established dehydration.

Two datasets were collected simultaneously: one using
infrared images and the other using visible images. The
infrared images were taken on a Canon EOS 800D with its
internal visible wavelength filter removed and an external NIR
filter added. The chosen NIR filter added was the Kolari
Vision K665. This filter allows for far-red light and NIR
wavelengths greater than 665 nm to reach the camera’s sensor.

For the visible images, a Canon EOD 700D was used with
no alterations made.

All images were taken outdoors using the sun as a natural
light source. They were taken with complex backgrounds of
soil, pots, walls and other unrelated plants. This was to assist
in duplicating the real-life input the system would receive
from an end user.

To allow the separate datasets to be as directly comparable
as possible, the following steps were followed:

o Both cameras were equipped with EFS 18-55mm lenses
set at 35mm zoom. This allowed for minimal differences
in focal distances and background blur between the
datasets.

o For each leaf image taken by the infrared camera, the
same leaf was photographed immediately after by the
visible camera. This enabled minimal changes in natural
light intensities present between the datasets.

o The angle to and distance from the leaf of the infrared
camera when taking the infrared image was immediately
duplicated as closely as possible by the visible camera.
This allowed for minimal differences in image composi-
tion, angle of light reflectance etc.

Example images from the infrared and visible datasets
are given in Fig. 3 and 4. They demonstrate the minimal
differences strived for between the datasets.

Fifty photos were taken with each camera on
days 1, 5 and 7. This created two balanced datasets of
150 photos each. For the various experiments listed in
Section IV-D, the datasets were divided as shown in Table I.

TABLE I
BREAKDOWN OF DATASETS USED

Dataset Name Days Total Images
Full Dataset 1,5,7 150
Identification Dataset 1,7 100
Early Identification Dataset 1, 5 100
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Fig. 3. Image from the visible dataset

Fig. 4. Image from the infrared dataset

B. Measuring Model Performance

In the majority of plant classification research papers
available, classification accuracy was the chosen metric for
comparing the performance of the machine learning models
developed.

Accuracy is a measurement for the system’s overall cor-
rectness and is found by calculating the ratio between the
number of correctly classified samples and the total number
of input samples.

number of correct classifications

Accuracy = .
¥~ ‘otal number of classifications attempted

This gives a true reflection of a given model’s overall
performance if the test data used is balanced.

C. Parameter Tuning

A hyperparameter optimizer developed by the Google team
called KerasTuner [24] was used to determine the best pa-
rameter values for the ResNet models created. The optimizer
used was Hyperband [25]. However, Hyperband is based on
the popular Random Search optimizer but with early stopping
and adaptive resource allocation to decrease the system’s
computational expense, thereby increasing the tuning speed of
the system. The chosen parameters for tuning were learning
rate and optimization algorithm.

D. Test Models

For each test model generated, the system first underwent
parameter tuning, followed by the retraining of the model with
the chosen parameters and finally testing on the test data.
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Each dataset was split into three sections for this process:
training, validation, and test data. The training data was used
for parameter tuning, with the validation data used to evaluate
the comparative performance of each of the tuner’s models.
Validation loss was chosen as the value to be optimized
during training. Once the best combination of parameters was
determined on the validation data, a new model was trained
once again. This final model was tested on the unseen test
data to reflect the model’s unbiased performance accurately.
Furthermore, data contamination was avoided during data
augmentation as it was applied only to the training data
and not to the test data. A visible overview of the process
described above is shown in Fig. 5.

Dataset

| |
: Training Validation Testing :
! data Data Data !
1 1
1 1
Keras
Tuner

Model's
—»| Test Model ~>

Fig. 5. Overview of system used to test the models.

Retrain
Model

Tuned

Parameters

Untrained
Model

A train:test split of 80:20 was used. The training data
includes the validation data used during tuning. Six models
were trained for the respective experiments listed below:

o Experiment 1 - Compare the performance of the models
trained and tuned on the infrared and visible full datasets

o Experiment 2 - Compare the performance of the models
trained and tuned on the infrared and visible identifica-
tion datasets

« Experiment 3 - Compare the performance of the models
trained and tuned on the infrared and visible early
identification Datasets

V. RESULTS AND DISCUSSION
A. Parameter Tuning

For the parameter tuning of each model, 20 trials and
100 epochs were used to find the best learning rate and
optimization algorithm. Learning rates of le ™3 to 1le~® were
explored. The optimization algorithms considered during tun-
ing were Adam and Stochastic Gradient Descent (SGD).
The parameters that produced the best models per dataset-
architecture pairing are given in Table II.

TABLE 11
BEST PARAMETERS DETERMINED WITH KERAS TUNER

Dataset Best Parameters
Learning Rate  Optimization
Full 1le 7 SGD
Infrared  Identification le=3 SGD
Early Identification le=5 Adam
Full 1e~© SGD
Visible  Identification le=© Adam
Early Identification le=7 Adam
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B. Experiment 1

Experiment 1 trains and tests the models produced on the
infrared and visible full datasets with the relevant parameters
determined in section V-A. The results are given in Table III.

TABLE III
PERFORMANCE OF MODELS TRAINED ON THE FULL DATASETS.
Dataset Training Testing
Loss Accuracy Loss Accuracy
Visible 1.1658 34.86% 1.5637 36.67%
Infrared  1.2014 40.37% 1.3735 40.00%

It can easily be deduced that neither model performed
well on the full dataset. However, comparatively speaking,
the model using infrared input performed slightly better than
the visible input model.

By inspection of the confusion matrix produced by the
Infrared model and given in Fig. 6, out of the 30 test
images, 25 were labelled as ‘Early Dehydration’. This shows
that the model does not discern the degree of dehydration
well. The ‘middle ground’ provided between the two classes
confuses the model’s overall classification. This would likely
be corrected by the use of a much larger dataset to train and
test on. However, to break down where the model struggles
on this small dataset being used, we need to compare the
model’s performance on classifying healthy and dehydrated
against healthy and early dehydration. This is done in Exper-
iments 2 and 3.
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Fig. 6. Confusion Matrix of the Infrared Model

C. Experiment 2

Experiment 2 trains and tests the models produced on the
infrared and visible identification datasets with the relevant
parameters determined in section V-A. The results are given
in Table IV.

It is observed that both of the models perform well when
classifying healthy versus dehydrated leaves. This suggests
that the confusion encountered by both models in Experiment
1 were caused by uncertainty around the early identification
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TABLE IV
PERFORMANCE OF MODELS TRAINED ON THE IDENTIFICATION
DATASETS.
Dataset Training Testing
Loss Accuracy Loss Accuracy
Visible 0.3282 81.08% 0.3577 80.00%
Infrared 0.116 95.95% 0.0718 95.00%

day (day 5) and that by removing that class, the models both
perform exceptionally better. The infrared model outperforms
the visible model by an impressive 15%.

D. Experiment 3

Experiment 3 trains and tests the models produced on
the infrared and visible early identification datasets with the
relevant parameters determined in section V-A. The results
are given in Table V.

TABLE V
PERFORMANCE OF MODELS TRAINED ON THE EARLY IDENTIFICATION
DATASETS.
Dataset Training Testing
Loss Accuracy Loss Accuracy
Visible 0.7142 54.17% 1.1818 25.00%
Infrared  0.2814 93.06% 1.5406 70.00%

Due to the poor performance of the models in Experiment
1, it was expected for both models to underperform when
conducting early identification. This expected poor perfor-
mance can be seen in the visible model’s accuracy of 25%.
What was interesting to note, and as was suggested in the
literature reviewed in Section II, the Infrared model performed
significantly better than the visible model with an accuracy
of 70%.

This implies that NIR imaging is ideal for when early iden-
tification is required and suggests the confusion in Experiment
1 falls between early and late dehydration and not in the
classification of dehydration as a whole. However, to make
a single system that works accurately for multiple stages of
dehydration, more data is required for training, or multiple
smaller systems need to be combined, i.e. run input through
the models from both Experiments 2 and 3, taking the most
‘dehydrated’ classification as the final classification.

VI. CONCLUSION

Overall, there was a stark difference between the various
models’ performances on the visible dataset. Visible input
can be concluded to be only viable for classification of
established dehydration and does not perform well whenever
early classification is introduced.

On the other hand, the various models produced on the
infrared dataset performed significantly better than the visible
models did with classifying both established and early dehy-
dration. It fell short when distinguishing between the stages
of dehydration but performed well when asked to classify the
dehydration regardless of its stage. This has lots of practical
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implications. Like dehydration, plant diseases also cause plant
stress and affect the chlorophyll levels inside the leaves, thus
provides a promising avenue for future infrared research.
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Abstract—This paper focusses on providing an overview of
resource allocation in imperfect device-to-device (D2D)
cooperation in LTE-Advanced Pro Systems. The various
characteristics and interworking of D2D cooperation and
resource allocation are discussed. The benefits of D2D
cooperation are increased throughput, spectral efficiency,
reduced latency and power efficiency. The resource allocation
algorithm usually aims to improve one or more of these objectives,
it can also aim to minimize interference and ensure fairness is
achieved between cellular users and D2D pairs. A criterion is
tabulated to evaluate the investigated algorithms to determine the
most effective one. Seven resource allocation algorithms each with
their specific objective were investigated and analysed based on
the tabulated criteria. The algorithms investigated are simulated
in LTE-Advanced (LTE-A) and LTE-Advanced Pro (LTE-A Pro)
networks. The Weighted Efficiency Interference-Aware (WEIA)
algorithm met most of the criterion requirements for effective
resource allocation for D2D cooperation and was simulated in an
LTE-A network. Therefore, it is proposed for resource allocation
in LTE-A Pro networks for imperfect D2D cooperation.

Keywords— LTE-Advanced Pro, Resource Allocation, D2D.

I. INTRODUCTION

Research conducted by the 3rd Generation Partnership
Project (3GPP) to improve Long Term Evolution (LTE) from
Release 8 is presented in [1]-[3], and the milestones are the
Release 12 of LTE-Advanced and the publishing of LTE-
Advanced Pro in Release 14 as 5G intermediary and termed
4.5G. 4.5G is a more energy efficient and has flexible spectrum
utilization than 4G. This is achieved through efficient
bandwidth algorithms such as multicarrier load distribution
technique that reduces signalling loading by differentiating
handovers in idle and connected modes. Massive Carrier
Aggregation (MCA) is used for flexible channel allocation and
wider bandwidth control and together with massive MIMO
(Multiple Input Multiple Output) these techniques improve
4.5G data rates. 4.5G data rates will reach 3Gpbs, increased
carrier bandwidth of 640MHz and reduced latency of 2ms.
Like the previous LTE-Advanced, 4.5G is managed by the
Software Defined Networks (SDN) and Self Organizing
Networks (SOA) platforms, for agility and unified framework
control.

With Release 12 of LTE-Advanced came the concept of
Device-to-Device (D2D) communication as presented in [4],
[5]. D2D has become very popular due to it providing
increased throughput and spectral efficiency. It can also save
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power in transmission from the base station due to the shorter
range of communication.

One of the objectives of 5G is to roll out Machine Type
Communications (MTC) and Vehicle to Everything (V2X)
communications. D2D communication in the LTE-A Pro
network is the foundation upon which MTC and V2X will be
enhanced.

However, D2D communication is not without its challenges.
In imperfect D2D the channel state is not always known by the
base station due to it being bypassed in some cases. There is
also limited bandwidth and power in cooperative links. If there
is not an efficient method of allocating cellular resources, it can
lead to network congestion and interference between the
cellular users and the D2D pairs. To effectively enhance MTC
and V2X communication, resource allocation needs to be
optimized due the imperfect nature of the channel and
limitations in bandwidth and power. This is what motivates the
research conducted in this paper.

This paper provides an insightful overview of D2D
Cooperation and Resource Allocation in relation to D2D. A
criterion is tabulated to evaluate resource allocation algorithms.
Seven resource allocation algorithms are investigated and
analysed using the criterion for D2D cooperation in imperfect
conditions. The algorithms investigated are simulated in LTE-
Aand LTE-A Pro. The rest of the paper is organized as follows.
Section Il describes D2D cooperation, Section 11l focuses on
resource allocation techniques, algorithms and analysis of the
most efficient investigated algorithm. Conclusions are drawn
in Section IV.

Il. DEVICE-TO-DEVICE (D2D) COOPERATION

D2D communication is defined in [6], [7] as the capability
of mobile devices within proximity to one another to establish
direct links of communication with or without the use of the
base station (eNodeB). D2D communication offers
improvement in energy efficiency, throughput, latency and
enhances spectral efficiency as well as the overall system
capacity.

D2D can use licensed spectrum (Inband) or unlicensed
spectrum (Outband). For Inband there are two types of
communication, underlay and overlay as shown in Fig. 1. In
underlay the links are set up using the cellular spectrum,
whereas for overlay a dedicated portion of the available
spectrum is used for D2D communication. Underlay has
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Figure 1: Comparison of D2D types [7]

interference between the D2D pairs and the cellular users (CUs)
whereas overlay does not have interference but has no spectral

efficiency gain. Outband experiences no interference with

cellular users as Inband does, but it requires an additional radio

interface (e.g., Wi-Fi Direct, ZigBee or Bluetooth) to perform

the coordination.

D2D communication can be used in the format of direct
communication between UE controlled by the base station or
by the devices themselves and it can also be used in the format
of user equipment (UE) relaying information to another UE
and can be controlled by either the base station or the devices
themselves. In the case of relaying the aim is to improve the
system performance within the last 10m of a cell site.

The relaying of information from one device to the target
device requires cooperation between devices, as shown in Fig.
2. In this scenario UEL is relaying information to UE3 as well
as the target UE, UE2 is relaying information to UE3 and the
target UE and UE3 is relaying its inputs from UE1 and UE2 to
the target UE.

D2D communication can be carried out in the uplink,
downlink or in both. In the case of uplink D2D communication
the base station experiences interference from the D2D users
but can be managed using advanced digital signal processing
at the base station. D2D users are also affected by CUs. When
D2D communication is in the downlink the D2D users are
affected by interference from CUs and D2D users also negative
affect the CUs reception. Due to some regions implementing
regulatory restrictions on the reuse of downlink resource most
studies investigate uplink resource utilization for D2D
communication.

In cooperation the transmission is divided into two time
slots. In the first time slot the base station transmits to both the
target UE and the D2D relay user. If it is found that the
cooperative link is beneficial then the D2D device uses a
superposition coding scheme to transmit to the target UE in the
second time slot. With the superposition coding scheme, the
D2D users’ own signal (x) and the signal for the target CU (y)
are linearly combined and then transmitted as

t= ax+ by (1)
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where a and b are constants and t is the transmitted output.

For cooperation to be beneficial to the target UE the
achievable rate with cooperation must be greater than that of
the achievable rate without cooperation. For it to be beneficial
for the D2D user the power spent on transmitting the signal to
the target UE must be minimized.

Mobile devices in the D2D network use batteries which are
limited power sources and must be preserved. Device transmit
mode selection is presented in [8], [9] that is available via the
eNodeB and on devices. D2D mode selection also preserves
transmit power of the eNodeB when a cellular connection is
handed over to a D2D link for cellular offloading.

To ensure efficient resource allocation the number of relays
and relay selection needs to be optimized. With base station
cooperation the X2 interfaces between base stations, and the
S1 interface between the base station and the core network
make use of optical fibre or Gigabit Ethernet which provides
enough bandwidth for transmission.

With D2D cooperation the link is now wireless which has
limited bandwidth and power capabilities. One of the key
challenges with D2D cooperation underlay is radio resource
allocation to ensure there is no interference with the cellular
users. These factors are what we define as imperfect D2D
communication

111. RESOURCE ALLOCATION

A. Overview

Resource allocation algorithms are used to allocate
throughput and power resources efficiently in D2D. For an
optimised D2D network the UE are assumed to have
capabilities of transmit mode selection and the eNodeB must
control the transmission power of D2D links to meet the
minimum interference for the minimum required quality of
service (QoS). There are three types of resource allocations for
D2D communications that have been researched: centralized,
distributed and hybrid and these are defined in [6], [8]-[10].

Centralized: In this mode the radio resources are
coordinated by the eNodeB (LTE base station) via UE1 request.
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When the target UE requests D2D communication, the UEL
sends a request to the eNodeB to set up a session. The Mobility
Management Entity (MME) and Non-Access Stratum (NAS)
configures the signalling parameters and setup up a D2D bearer
to be used by UE1 and the target UE. The second alternative is
when the Packet Data Network Gateway can identity two IP
source addresses that share the same eNodeB, and if a D2D
link provides higher data rate and UE1 has enough transmit
power, then a seamless handover from the cellular uplink to
D2D link takes place.

Distributed: This an autonomous scenario applicable for
broadcast of out of coverage UE. Resource pool for scheduling
is pre-configured on the devices. UEL shares the configured
resources with the target UE during transmission.

Hybrid: The eNodeB allocates the initial resource but the
communication is carried by the UE. This mode allows for
centralised control of the resources and interference but also
reduces eNodeB signal overheads as it allows autonomous
communication.

The network model for a resource allocation methodology
can be an instantaneous or statistical approach, and this is
defined in [7]. The instantaneous approach makes use of link
distances and channel gains to formulate the problem. This
methodology assumes that the base station has all the channel
state information for decision making. The decisions in terms
of power and channel allocations and criteria for mode
selection are made instantaneously based on the information at
the base station. This methodology is mainly used for
understanding the potential gains in network performance but
comes with high overheads and computational complexity.
The statistical methodology uses statistical information,
assumed to be valid for longer time spans, on the distribution
of users, channel gains and base stations. This methodology is
also used for optimal decision making.

Once the network model and the methodology is chosen the
algorithm for resource scheduling is used to solve the problem.
The model and the algorithm are usually then put through
simulation in order to test and verify its validity.

In [10] LTE networks use three resource scheduling
algorithms which are Round Robin (RR), Maximum Rate (MR)
and Proportional Fair (PF).RR schedules resource blocks to all
users at the same time, and the result is users with poor Channel
State Information (CSI) cannot receive and transmit. Transit
power of the relay devices is also wasted. MR uses CSI
strength as a priority criterion for recipients of resources. The
result is also that users with poor CSlI are at a disadvantage. PF
is the algorithm that balances high throughput and fair
allocation. This is achieved by computing the average latency
between RR and MR and using the moving average throughput
at the average latency for all the users.

In this overview the following requirements are defined for
the most effective algorithm as:

* Spectral efficiency

* Improves throughput

* Minimizes overall interference

* Minimizes transmission power
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* Improves latency
« Fair resource allocation between CUs and D2D pairs
» Complexity

B. Algorithms

There has been significant research into various resource
allocation methods for imperfect D2D cooperation in LTE-A
but not many specifically for LTE-A Pro. Seven resource
allocation algorithms are investigated and documented as
follows.

A greedy heuristic scheduling algorithm is proposed for
LTE-A in [10] The simulation parameters were a single
hexagonal cell of 500 m, omni-directional single-input-single-
output antenna, and bandwidth of 10 MHz, the D2D receivers’
range was varied from 5 m up to 50 m in steps of 5m around
the D2D transmitters. The access scheme for the uplink was
Single Carrier-Frequency Division Multiple Access (SC-
FDMA) and downlink was Orthogonal Frequency Division
Multiple Access (OFDM). This algorithm makes use of
knowledge of the channel gains between the CUs and the base
station (eNodeB), as well as the interfering link gains between
D2D users and the CUs and between eNodeB and D2D users
to perform resource allocation for D2D pairs. For every sub-
frame, the CU that has a high channel quality indicator shares
its resource blocks with the D2D pair which causes minimum
interference to it. This algorithm demonstrated an increase in
both throughput and spectral efficiency whilst maintaining
QoS for the CU and D2D users.

A second algorithm is also presented for LTE-A in [10]
termed proportional fair. The simulation parameters were the
same as the greedy heuristic scheduling algorithm except the
bandwidth changed to 5 MHz and the D2D receivers’ range
was varied from 10 m up to 100 m in steps of 10 m around the
D2D transmitters. With this algorithm the scheduling of
resources for CUs is performed at the base station and these
resources are reused for the D2D users. The CUs get the
minimum required rate to maintain their QoS. Maximum
weight bipartite matching (MWBP) was used to allocate single
as well as multiple resource blocks to D2D users. Excess
signal-to-interference-plus-noise ratio (SINR) of CUs are used
to allocate power to D2D pairs. A high throughput and fairness
for D2D users was achieved.

Similarly, [12] proposed a resource allocation method based
on weighted efficiency interference-aware (WEIA)
mechanism for LTE-A. The algorithm was evaluated by
averaging 500 independent experiments. The main parameters
were system area of 500 m, transmit distance of 50 m, 50 m\W
transmit power of CUs and sub-channel bandwidth of 100 kHz.
A power control procedure is implemented to limit the
interference from D2D users to a specified threshold. The
transmit power of the D2D pairs are determined using a
distributed power control method and the D2D pairs are
assigned to clusters (user sets of resource blocks) based on the
threshold of SINR. The weighted efficiency interference-
aware algorithm is used to optimize the matching of D2D pairs
and resource blocks. With this algorithm each D2D pair is
weighted based on the SINR to compete for the priority of
resource blocks fairly. The simulated results show that the

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



SINR of CUs performs well when D2D pairs reuse the resource
blocks. The system throughput increases as the number of D2D
users increases. It outperformed the alternative schemes of
interference-aware and random allocation in terms of
throughput.

In [5], a novel resource allocation algorithm is proposed.
They aimed to maximize the LTE-A Pro systems achievable
rate by using a three-step process. The first step is optimizing
the artificial noise vector. The second step is to optimize the
link resource allocation vector. The last step is to optimize the
UE group and subcarrier. The simulation first analyses the
influence of the cooperative link. The parameters used were: 2
eNodeBs with 10 users uniformly placed around them. The
antenna configuration for users was 2 and the moving speed of
the users was set to 1 m/s. Other parameters were set to
standard 3" Generation Partnership Project, Technical Report
36.942 which details the system scenarios for radio
transmission and reception. The simulation results showed a
comparison between the proposed algorithm with random
allocation method, distance aware allocation and proportional
fairness algorithm using a 20MHz cooperative link. The
proposed algorithm showed a 7% gain in throughput when the
cumulative distribution function (CDF) is 75% and 2% gain
when the CDF is 50% over the distance aware allocation which
had the second-best performance. In terms of spectrum
efficiency, the proposed algorithm outperformed the distance
aware algorithm.

For link capacity below 4 Mbps the spectrum was 1 bit/Hz
greater than the distance aware algorithm, for 4 Mbps they
were equal, but above 4 Mbps the proposed algorithm was able
to increase in spectral efficiency where the distance aware
method plateaued. This was due to the compress and forward
method employed as opposed to transmitting the original data.

Another method of matching based two-timescale resource
allocation is proposed for LTE-A Pro by [13]. The two-
timescale resource allocation was proposed in order to reduce
overhead. The pairing between CUs and D2D users is
determined at a long timescale and the cooperation policy to
allocate transmission time for the D2D link and CU link is done
at a short timescale. The CSI is used for the long timescale
pairing and the instantaneous CSI is used for the short
timescale transmission time. A matching game-based method
is used to solve the two-timescale resource allocation problem
and resulted in an optimal cooperation policy to characterize
the long-term payoff for each potential pairing of CU and D2D.
For their simulation, they considered the scenario where the
eNodeB is deployed in the cell centre with the radius of the cell
set to 500 m. The CUs are distributed uniformly at the cell edge
and the D2D pairs are uniformly distributed in the area with a
distance of 200 m to 400 m from the eNodeB. The noise power
was set to -100 dBm, transmit power of the CU and D2D
transmitters was 20 mW, the distance of the D2D link was
uniformly distributed in between 10 and 30 m. The sum rate of
D2D pairs versus the number of D2D pairs is evaluated in
comparison with other schemes and the performance is near
the optimal performance scheme. Their proposed scheme also
had very similar outage percentages as the optimal scheme.
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A game theory approach is considered in [4] for resource
allocation in LTE-A. In the system model employed the CUs
require permission form a single base station for transmission.
The D2D pairs also need to request permission from the base
station. A payment method is used for resource allocation,
where the base station determines the price for resource
parameters with the goal of optimizing efficiency as its profit.
The UEs can accept or decline the service based on the base
stations price. This study also examines the scenario of when
the channel quality is unknown as is the case in imperfect
conditions. In this scenario the UEs are allowed to lie about
their channel quality, hence the base station does not know
their exact channel qualities. A linear search algorithm is used
to find the optimal profit by comparing the base station profit
with each possible device. In this simulation they used a. For
their simulation the efficiency of the system was analysed by
comparing the performance between the optimal situation and
the scenario under Unknown Quality Base Station-centric
game. In this simulation they used the satisfactory weighting
factor of 1000, a cost weighting factor of 5, 19 cells with 150
UEs and 75 D2D pairs in the central cell. They also account for
inter-cell interference by using calculated values for
SINR ojyiar = 19.5361 dB and og gz = 10 dB. From the
simulation results the system efficiency is very close to that of
the perfect condition scenario where the channel state
information is known.

The hybrid scheme, [14], resource allocation algorithm
combined the centralised interference mitigation and
distributed power allocation algorithms. This is also a three-
step process that reduced the interference and transmit power
inan LTE-A. The CU interference in the downlink is cancelled
using multi-cell cooperation techniques. Then the D2D pair
interference is reduced by controlling the transmit power of the
channel. Lastly the power distribution is modelled on game
theory to achieve optimised power for the UE. The simulation
parameters used were: the cell radius is 1000 m, the intercell
distance is 1800 m, the maximum D2D transmission distance
is 50 m, the maximum transmission power of CUs is the same
as D2D pairs, i.e. 200 mW (23 dBm), the constant circuit
power is 100 mW (20 dBm), and the thermal noise power is
1077 W, the number of cells is 6, the number of CUs and D2D
pairs in each cell is 10 and the power amplifier efficiency is
35%. The simulated results showed that energy efficiency
performance increased by 71% for CUs and 65% for D2D pairs
when QoS requirement was 0.7 bits/s/Hz. The simulation also
measured the infeasibility ratio (how infeasible it is to achieve
the QoS requirement) against the QoS requirement. The hybrid
scheme achieved an infeasibility ratio of almost zero for all the
QoS requirements set, which indicates it is very feasible.

C. Analysis

From the schemes that were investigated, each had their own
specific objectives. From the resource allocation methods
investigated the greedy heuristic algorithm focussed most on
increasing throughput and spectral efficiency and whilst the
QoS of the CUs is maintained, the algorithm is unfairly
focussed on the D2D users.

The proportional fair algorithm can potentially be used with
any cellular resource allocation scheme and can adapt to time
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TABLE|
COMPARISON oF ALGORITHMS

Algorithm E?‘If)i?:(i:;ﬁ:ly Interference Throughput Transmit Power Latency DistIr:iatl)ll:tion Complexity

Greedy Increased Minimised Increased N/A N/A Unfair Medium
Proportional Fair Increased N/A Increased Controlled N/A Fair High
WEIA Increased Minimised Increased Controlled N/A Fair Low
Novel 3-Step Increased N/A Maximised N/A N/A N/A Low
2 Timescale Increased N/A Near optimal N/A Reduced Fair Low
Game Theory Increased Considered N/A N/A N/A Fair Low
Hybrid Scheme Increased Minimised N/A Controlled N/A N/A High

and location varying channels. It can achieve a very high
throughput increase from the existing LTE throughput and
good fairness between CUs and D2D users. The simulations
were performed using an LTE-A model and not necessarily an
LTE-A Pro but could possibly provide similar results.

The WEIA method is simulated for an LTE-A, but much
fewer D2D pairs are introduced into the simulated network.
WEIA shows a promising increase in throughout of the system
as the D2D pairs increase. It is also stable over various
parameters of channel states and users. It can increase spectral
efficiency, minimise interference and control the transmit
power whilst ensuring the resource allocation is fair.

The matching based two-timescale resource allocation looks
at reducing the overhead incurred for pairing CUs and D2D
pairs in a short timescale, which is applicable to LTE-A and
LTE-A Pro network. This scheme does not look at the overall
network throughput but instead the sum rate of D2D pairs
which was found close to optimal performance.

The novel 3-step resource allocation method is simulated in
LTE-A Pro system and is the closest to the focus of this paper,
as it also factors in the limited capacity of the cooperative link
as found in real scenarios. It shows an increase in spectral
capacity for link capacity over 4Mbps and a 7% gain in
throughput.

The game theory approach for LTE-A takes into
consideration the imperfect D2D communication scenario of
when the channel conditions are not always known. It can
nearly match the resource utilization efficiency of that where
the channel state is known and is able to allocate resources
fairly.

Lastly, the hybrid scheme can increase spectral efficiency
while minimising interference and transmit power in an LTE-
A network.

From the analysis a comparison between each algorithm and
the defined requirements for the most effective algorithm is
tabulated in Table 1. Complexity of the algorithms was
determined based on the computation processing to be
performed by the eNodeB. The WEIA algorithm meets the
highest amount of the requirements for effective resource
allocation for D2D cooperation. For future improvements it
should be simulated in LTE-A Pro and 5G networks and aim
to decrease latency.
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IV.CONCLUSION

The paper presents an overview of resource allocation in an
imperfect D2D cooperation. D2D communication can provide
increased throughput, spectral efficiency, reduced latency and
power efficiency. The challenges of D2D are that the channel
state is not always known by the base station and there is
limited bandwidth and power in cooperative links. If there is
no efficient method of allocating cellular resources, it can lead
to network congestion and interference between the cellular
users and the D2D pairs. Seven resource allocation algorithms,
each with their own specific performance objectives, were
investigated and analysed on a tabulated criterion. The most
effective algorithm was found to be the Weighted Efficiency
Interference-Aware as it meets six out of seven of the criteria.
It was simulated in an LTE-A network and is the proposed
algorithm for resource allocation in an LTE-A Pro network in
imperfect D2D coordination. For future work it should be
optimized to decrease latency in LTE-A Pro and 5G network.
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Abstract—Schrodinger equation (SE) can be cast in differen-
tial form. For solving real problems, the differential equation
needs to be discretised and solved numerically. Although the
standard finite difference method (SFDM) is relatively straight-
forward to implement, both the boundary element method
(BEM) and finite element method (FEM) are more tractable in
discretising uneven geometry. The shortcoming of SFDM, BEM,
and FEM is that they neither preserve nor conserve some of the
features of the original operator which is remedied to ensure
these features are well-taken care of by employing conservative
finite difference method (CFDM). The CFDM as applied to
the Schrodinger equation, for the first time, promises to have
opened up avenues for further research in the field of small-
scale (nano) photonic and plasmonic device applications for
future networks.Hence, thhe CFDM provides a straightforward-
to-execute approach for a big class of real-life challenges in
biomedical engineering, science-based problem, computational
engineering and telecommunications engineering. Hence, by
construction, the CFDM preserves and conserves the proper-
ties such as energy, different other laws, frequency-dependent
dielectric function, susceptibility, refractive index of electronic,
photonic, and plasmonic devices that work “logically” instead of
a geometrically rectangular grid-system. This scheme is premised
on a support operator originally designed by Favorskii et al. In
this present study, we demonstrate the application of CFDM
to electromagnetic field challenges in photonic and plasmonic
devices. Furthermore, this work examines the optical properties
of metallic materials of a one-and two-dimensional geometry.
To this end, the Schrodinger equation is employed and solved
numerically using CFDM.

Index Terms—Schrodinger equation, CFDM, Discretisation,
Photonics, Plasmonic

I. INTRODUCTION

The extreme reduction of photonic, nanophotonic, plas-
monic and electronic devices in recent times needs the incor-
poration of energy occurrences (phenomena) in modelling and
simulation procedures. This study aims to create a stage for
the numerical solution as applied to electromagnetic-inspired
problems in photonic and small-scale plasmonic devices. The
fundamental of this work is the application of conservative
finite difference method (CFDM) to compute optical proper-
ties such as frequency-dependent dielectric function employed
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in nanophotonics and nanoplasmonic fields of study with
quantum-based models for these properties.

Furthermore, it has been studied in the literature [1] in
which Maxwell’s equation (ME) can be modelled in differen-
tial or, differently, diverse corresponding integral forms [2].
In this regard, the CFDM scheme has been employed ana-
lytically to demonstrate its significance to provide solutions
to surface acoustic wave (SAW) but the issue of numerical
solution has not been examined to our best of knowledge .
To solve realistic or real problems, the integral or differential
equation for ME must be discretised and solved same way
for the Schrodinger equation (SE). Although the standard
finite difference method better known as finite difference
method (SFDM) [3], [4] is relatively and reasonably easy to
realise. The FEM and BEM are more tractable in discretising
unpredictable or rough geometry than SFDM. Then, numerous
questions emerge such as: Is it feasible to merge the straight-
forwardness of SFDM execution with the tractableness of
BEM or FEM? What happens regarding the conservativeness
of basic features in the primary continuum paradigm after the
discretisation process must have taken place? Additionally, to
be more specific, to what extent or degree can the gradient,
divergence , curl, conservation of energy and so forth be
preserved or kept in distinct variant of the original continuum
problem?

Similarly, it is our desire and goal to understand how the
solidity, lustiness, robustness and ruggedness of the numerical
solutions without impacting or undermining the flexibility
and straightforwardness of the discrete scheme. Thus, the
CFDM offers compelling and definite answers to the afore-
stated questions and more importantly, a straightforward-to-
execute scheme for a big class of practical challenges or real-
life cases especially computational engineering, biomedical
engineering, and bio-inspired research. In addition, adequate
application of CFDM preserves the hermiticity of Hermitian
operators after being discretised. This capability of designing
and developing conservative numerical scheme is outstanding
feature, which has not been duly appreciated in computational
community, partially owing to its comparatively cumbersome
implementation. It relies on the method of support-operators
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initially developed and designed [5], [6]. CFDM employs
the integral relationships which include operators and their
corresponding adjoints. Hence, to utilise the CFDM for pho-
tonic and plasmonic problems, it is necessary to construct
adjoint operators of different operators that emerge from
the governing equations using Schrodinger equation [5], [6].
In the present study, it is demonstrated that the CFDM
technique is an ideal and good candidate to proffer solutions
to well-posed small-scale photonic and plasmonic problems
by computing specifically the frequency-dependent dielectric
function based on quantum models such as Drude, Lorentz,
and so on [7]-[10].

In [7], [8], the aims were to go beyond solving simple and
complex boundary value problem. Alternatively, the following
objectives were implemented: 1) Introduction of Sinc func-
tions has been applied to ensure numerical well-posedness
of the computation and robustness; 2) Derivation of closed
form expressions derived in detail for frequency-dependent
dielectric function and matrix elements; 3) The calculations
of eigenpair of the underlying canonical and associated per-
turbed quantum system are calculated and employed for the
computation of dielectric function; and 4) Galerkin scheme
employed to dicretise the boundary value problem.

In this work, we adopt the CFDM to further solve this
similar problem with a different scheme. Nevertheless, a
considerable effort has been initiated to make the current
work self-reliant and self-sufficient. In spite of the fact that
most formulae in this paper have been derived in closed-form,
inconveniently. To facilitate the discussion and understanding,
appropriate ideas, explanations and references have been cited
in this work.

The contributions of this paper are as follows:

e A conservative finite difference method is designed,
formulated and applied to solve photonic- and plasmonic-
based real life problem using numerical techniques.

o A customised scheme is developed to solve any regu-
lar and irregular geometries of interest to compute the
optical properties of the materials used in small-scale
plasmonic devices.

o Numerical results are presented which evaluate the per-
formance of the method (CFDM) employed and com-
pared with the SFDM in this study.

II. THEORY OF SCHRODINGER EQUATION

Numerical modelling and simulation of quantum
mechanical-based devices remains ongoing issue in the
field of photonics, electronics, and plasmonics as the
miniaturisation of devices continues unabatedly. One of the
underlying problems in this procedure is to calculate the
intial states for the simulation. To this end, the solutions of
the time-dependent Schrodinger equation must be obtained
(71,

HY(r,t) = z'hglll(r, t), (1)

ot
here,¥(r,t), i, H, and i represent the time-dependent eigen-
state, reduced planck constant, Hamiltonian operator, and the
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Fig. 1. CFDM Discretisation geometry

imaginary unit, respectively. Further, the solutions to the time-
independent Schrodinger equation are expressed as

Hip(r) = EY(r), )

where ¢, F/, and r denote the time-independent eigenfunction,
the energy, and the position vector comprising all the coordi-
nates in such a way that r = (x1, X3, - - ), respectively.

A. Discretisation of 1-D Boundary Value Problem Applying
CFDM

To typify the utilisation of CFDM, consider the 1-D
Schrodinger equation with vanishing potential energy term,
V(z); i.e., (2) can be recast as

h? h? d?

5 V() = —5——su(@) = Bo@), ()

where m, fi, and ¢ (x) represent the mass of the particle,
planck constant, and wavefunction of the particle, respec-
tively.

Y(x, yn)=0
Yn
¥s Yas ¥ Yas Pss
A Y2a Y34-0 Yaa=o Psa hid
= >
5 V(x,y)=0 3
Y =
Y23 P33=0 Yaz=o ¥s3
Y3
Y22 Y23 Y2 ¥s2
Y2
Y1
x; Xz X3 X4 X5 - X, =1L
P(x,0)=0

Fig. 2. The grid used for the implementation of the SFDM and CFDM
subject to Dirichlet boundary conditions

Furthermore, to discretise this ordinary differential equation
(ODE), the following steps must be taken into consideration.
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To emphasise some of the outstanding characteristics of
CFDM, the expression for 9/0y will be provided [6].

o Construct an expression for the first-order derivative
using trapezoidal rule for Green s formula for x-axis or

o d
y-axis, as the case may be; — L zb y oy _ _fvoe

> 6’w >y T A

o Obtaining the second-order derlvatlve it requires four
first-order derivatives or can be expressed in terms
of first-order of another variable; i.e., 5‘21/)/8362

0% /0x? = d¢/Ox, where O /0x = ¢

By applying these steps alongside the concept of CFDM

support-operators as proposed by Favorskii et al. to discretise

(3), it gives
d2

dx?

0.5(p41 — Zn)

B (wa)n—l
—0.5(zp — Tp_1)’

where (D), refers to the discrete derivative of ¢ with
respect to x, and evaluated at the nt" grid point or cell-centre.
Moreover, the = shows that the expression at the right-hand
side is a discrete representation for the differential form at the
left-hand side. It is expeditious that the SchrOdinger equation
corresponding to the interior point n becomes

7(1/}n+1 - wn 71% - 7/]n—1) _ 2mE [(0'5(In+1 - xn—l)]
Tn41 — Tn Tp — Tp—1 h?

1%

“)

®)
This equation is logical and well-founded for general non-
uniform grids. In this paper, a uniform grid has been assumed
to simplify the discussion. Letting k1 = 1/(2p4+1 —xy), ko =
1/(2n — 2n_1) and @ = h?/(2mdx), and simplifying

w[_kan—l + (kl + kQ)wn - klwn-‘rl] = E'(/)n (6)

with E = E /& = 1, and considering the equation associated
with all interior points, we obtain the eigenvalue matrix
equation as

Loy = mp. (N

The matrix entries from L are non-dimensional. Next, the
scheme CFDM is tested to ascertain the veracity of (5) with

Vn

B. Problem of the Study

As a result of incomplete numerical schemes for modelling
and simulation of photonic, nanophotonic, nanoplasmonic and
plasmonic applications and specifically pocket-size devices
owing to scaling of solid state devices from macroscopic to
nanoscopic region, there is a critical demand for examination
of different models appropriate in this area of study. In
this paper, attempts are being made towards handling this
research gap by employing novel numerical scheme, the
Conservative Finite Difference Method to the modelling and
simulation of frequency-dependent dielectric function in pho-
tonic, nanophotonic and pocket-size device application for the
next generation. Consider the two-dimensional SchrOdinger
equation

thoy(z,y) B2 [0%(z,y)  0%Y(z,y)
ot T o2m Ox? Oy
mE 2
?w(%y) = —VU(z,y)
Ey(x,y) = =V(z,y)
AY(z,y) = M (@, y)

(®)
For the range in consideration, the geometry of study is: x-
axis and y-axis are given as [0, a] and [0, b], respectively.
The boundary conditions using Dirichlet for (z,y) = ¢
are stated explicitly as: ¢¥(z = 0,y) = 0 = ¢(0) =
0’¢($ aa?/) 07¢(0) = 0, ’(/}(aj?y = 0) =0 =
¥(0) = 0,9(x,y = b) = 0,74(0) = 0 . For both the interior
and external geometries as shown in Fig. 2, these Dirichlet
boundary conditions hold. For simplicity, we assume that the
potential cage (energy) is zero i.e., V(z,y) = 0, then, it gives

_ihop(z,y) B2 [P(xy) | OPY(z.y)
ot - 2m ox? oy?
The expression in (9) represents the two-dimensional (2-
D)space for the BVP which will be discretised using CFDM
and resulting compactly as

C))

internal nodes of the uniform grid system ranging from 5 to n_, n? d?
10 for demonstration purpose for this study. In 1-D case, the _%V Ul y) = " om dx V@Y =Ep@y) (10
generating matrix for CFDM agrees with the SFDM but not Upon applying CFDM, it gives
shown here because of paucity of space.
By Ve = Yi—1,j — y@,g 1 (Wi —Yic1-0) W15 = Yig—1) — Wim1,y — Yij—1) Wiy — Yi—1,5-1)
’ ’ 2Vei—1,5-1
_(Yig+r — ymu (Vit1+1 = Yi) Wig+1 = Yir1y) — Wiyt — Vi) Wit1,j+1 — Vi)
2VC1;7]'
(Yirg — y” 1\ [ Wiv1; = i) Wiy = Yiv15-1) = (Pij — Yiv1-1) iv15 — Yij—1)
2‘/61'7]'_1
+ymﬂ Yi—1,j [ Wig+1 —Yic1)Wi—1,501 — ¥ij) — Wim1,541 — %i) Wig+1 — Yi-1,5) (11
2VC¢_17j
Tia = Tigor [ (Gig =i 1) @iy = igo1) = (icry = Yig1) @iy = Tic1,5-1)
+
2 2Vei—1,5-1
(g — T\ [ Wi — Vi) @i — i) — (Wi — Vi) @i+ — @)
2 2VC7;7J'
(T = mig\ [ Wiy = i) @iy — i) = i — Y1) (@i — T
2 2VCi7j_1
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+

2

The notational explanation regarding the details of (11) can
be found in [8] for further reading and insight. Equation (11)
can be compactly represented in an eigenvalue problem as,

HY = EV. (12)

The algorithm 1 shows the generation of matrix H to compute
eigenpair using SFDM approach.

Algorithm 1 Generation of matrix H for Eigenpair for SFDM
2-D case
. Set AI:Xf/(M+1), Ay:Yf/(M+ 1)
Set H < M x M
Hl}laHl,l — 2/A$2, 2/Ay2
Hlyg,Hl)Q — —1/A$2,—1/Ay2
for i,j < 2to M —1 do
Hii—lijj—l — 71/AI2, 71/Ay2
Hiinjj — 2/A$2,2/Ay2
Hii+17Hjj+1 — —1/A$27 —]./Ay2
Update the H
end for
Harar—1, Hynr—1 < —1/Az% —1/Ay?
HMJM—l,HMM—l — 2/A£L’2,2/Ay2
: return H

R AN A R ol S

—
W N = O

C. The Quantum-based models employed in Photonics and
Plasmonics

Further effects of size can be obtained by modifications
in the frequency-dependent dielectric function of the metallic
material itself. Considering the structure of the Drude model
dispersion relation in [7], [9], [10],

2

p

e(w) = e i (13)
where w,,, v, and w denote plasma frequency of the particle,
damping constant and operating frequency, respectively. The
desired modifications can be implemented. For metallic par-
ticles in which their size is lower than 1004, scattering of
the particles away from the surface of the particle allows the
contribution to the overall damping constant be modelled as
[91, [10]

v
v = Youtk + —, (14)

L
here, 7, v, and L denote the damping constant which is the
inverse of the lifetime of the particle, Fermi velocity of the
particle, and the length of the particle that depends on the
particle’s size, respectively.

Finally, the frequency-dependent dielectric function of an
electron in metallic nano-particle (photonic or plasmonic
device) can be computed using the eigenpairs obtained in (11),
subject to the effect of electromagnetic wave, with direction
of polarization being in z-axis, and, the frequency w [7], [9],
(101,

pz :2 : if \(L'4 f
E( ) c N i 7 w?f—wQ—iw Yif ( )
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Tij41 — Ti1j { (Vig+1 = Yi—1,)(Tiz1j+1 — Tig) — (Qim1j+1 — Vi) (Tij+1 — Tio15) }

2VCZ'_17]‘

with the terms e, Sif, wif, Vif, (Fi — Fy), and N being
interband effect, oscillator strength of initial to final states
of the particle, change in frequency as a result of different
state, damping factor for change of state and Fermi-Dirac
probability distribution characterising the initial to final states
of the particle, respectively. The concept is explained rigor-
ously in [7], [8]. The flowchart of the process employed in
the numerical simulation and implementation of CFDM is
depicted in Fig. 3.

Generation of grid-system

based on the nature of the

Problem Dimension (Figs. 1
and 2

Discretize the SE using CFDM
using Eq. (9) and resulting to
[GAD)

Enforce Dirichlet Boundary
conditions in Section 11(B)

!

Compute the eigenpair using

A 4

Calculate the Oscillator
strength using change in state
frequency

Compute the Optical properties
of the materials such as
Dielectric function

‘ Stop ’

Fig. 3. The flowchart of the process employed in the numerical simulation
and implementation of CFDM scheme

III. RESULTS AND DISCUSSION

In the section, the numerical results for both the SFDM
and CFDM are presented. The numerical solutions using
the SFDM and CFDM with and without holes have been
achieved and depicted in Figs. 4 and 5 .The following
values are employed for simulating the frequency-dependent
dielectric function for a gold (Au) metallic structure. The
length, Fermi velocity, plasma frequency, Fermi frequency,
and damping and bulk constant are given as L = 30x 10~ %m,
Vi = 1.39 x 105m/s, 1.36 x 10'%rad/s, Ypur = 0.016eV,
respectively. The values of a and b are assumed to be 5
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The,grdph of real and Imag of Diel vs omega for punctured geometry
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Fig. 4. Comparison of proposed scheme CFDM with SFDM: Dielectric
function

in nm. Owing to the paucity of space in this paper, the
results of punctured system are presented. Figures 4 and 5
present results of geometries with internal holes. The results
show the real-and imaginary parts of frequency-dependent
dielectric function, and refractive index for CFDM with a
factor approximately ten times that of SFDM. This reveals
the conservative nature of CFDM as against the SFDM
after going through the discretisation process. The discrete
solution is highly oscillating as depicted in Figs. 4 and 5.
The performance of CFDM is superior to SFDM, as expected
owing to its conservativeness. Furthermore, the numerical
comparison has been successfully made between the SFDM
and CFDM in this paper and both schemes have employed
with and without an internal puncture (These results are no
presented here). The model employed (Figs. 1 and 2) consists
of a uniform grid along both z- and y-axes for simplicity. A
grid of N-by-N points is applied. This geometry has been
chosen to demonstrate the differences between the methods
without unreal overstatement; improved differences can easily
be achieved by using a more robust scheme. The numerical
equations were solved on an ACER computer system with
core i7, 20G RAM, 1 Terabyte of Hard drives, 250 GB Solid-
state drive (SSD). The computation was nearly the same for
the 1-D system in terms of setting up the system matrix , apart
from the few cases that have to do with the computation of
coefficients using both methods. However, the difference is
appreciable and conspicuous in the case of 2-D, as shown in
Figs. (4- 5). As expected, the higher the number of grid points
or equivalently, the smaller the mesh size, the smoother the
resulting data (curves).
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Fig. 5.  Comparison of proposed scheme CFDM with SFDM: Refractive
index

IV. CONCLUSION

Using the Conservative Finite Difference Method con-
cept, SchrOodinger equation and rectangular grid system with
Dirichlet boundary conditions imposed on the 1-and 2-D
photonic and plasmonic geometry, has been modelled, de-
veloped and simulated using quantum-based models such
as Drude, Lorentz for the computational analysis of optical
properties such as frequency-dependent dielectric function.
The numerical scheme and solutions essential using CFDM
based on impingement of electromagnetic wave on the surface
of the metallic device in modern miniaturised photonic-and
plasmonic based devices have been constructed, simulated
and their behavioural optical properties such as frequency-
dependent dielectric function, susceptibility have been dis-
cussed in great detail. In this study, CFDM has been employed
to solve a well-posed Boundary value problem with Dirichlet
Boundary conditions for photonic and plasmonic devices.
The underlying physics here is the use of quantum-inspired
models such as Drude and Lorentz to examine some of the
optical phenomena features of the materials at nano scale.
Notwithstanding, further details have not been expounded
expressly in this paper due to paucity of space. It should
be stated that the origin of this employed scheme in this
work, has been in existence for awhile yet to be applied in
nanophotonic and plasmonic research areas with quantum-
based model which are the future making it first time such
scheme will be utilised in computational community.
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Abstract—Internet systems in developing regions experience
various performance challenges due to inadequate infrastruc-
ture and resources. In this study, we conduct measurements
using Speedchecker and perfSONAR to determine network
performance when accessing the South African Research and
Education Network (SANReN) from within the network and
from outside the network. Our analysis finds that SANReN has
performance challenge in and around Port Elizabeth (PE), as
universities in these cities experienced the highest delays and
page load times. We find that PE uses circuitous routes for
traffic flows to Johannesburg and Pretoria, causing high delays
and high page load times.

Index Terms—NRENs, Active Measurements, Delay, Page
Load Time

I. INTRODUCTION

Network scalability, reliability, performance, and quality of
experience (QoE) are among the most common issues faced
by network administrators [1], [2]. These issues are amplified
in the context of developing regions such as Africa, with many
ISPs having low inter-connectivity between each other, result-
ing in high round-trip times (RTT) [3]. In addition, Chetty et
al. [3] showed that South African broadband users regularly
do not achieve the bandwidth speeds that are expected on
their respective internet connections. The Covid-19 pandemic
added extra stress on the networks, resulting in an increase
in latencies as well as a decrease in video streaming quality
as perceived by Facebook users [4]. Previous research on
Africa’s National Research and Education Networks (NRENS)
showed that over 75% of traffic between African universities
used primarily circuitous routes [5]. In this study, we focus
on exploring performance issues faced by the South African
National Research Network (SANReN). We employ active
network measurements to investigate performance challenges
and factors that impact performance for users of the network.

The main contribution of the study is to find the perfor-
mance issues within SANReN and evaluate the reasons. We
carry out network performance tests to analyse the quality
of service (QoS) when accessing zero-rated websites hosted
in SANReN. More specifically, active measurements focus
on performance disparities when accessing these educational
websites from different locations and networks in South
Africa. Active measurements also focus on the performance of
accessing these educational websites from within SANReN,
compared to accessing them from outside the network. One
of the key metrics used for the comparison is page load
time (PLT) — which is the average time taken from the time
the user enters the URL in the browser, until the page is
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completely loaded. The other metrics used are end-to-end
packet delay, and throughput. The location of web servers,
inter-connection between network operators and SANReN,
and consequently, the network paths followed by packets
from source to destination are among the factors that are
investigated.

II. BACKGROUND AND RELATED WORK
A. SANReN

SANReN is the South African nation-wide network that
supplies universities, science councils, science projects such
as the Square Kilometre Array (SKA), and various other
projects and institutions with broadband internet connectivity
[6]. It is operated by the Tertiary Education and Research
Network of South Africa (TENET) [7], and primarily funded
by the Department of Science and Technology (DST) [8].
Figure 1 shows the topology of SANReN, a nation-wide
network that spans across multiple universities around South
Africa. Most universities are connected via either 100 Gbps,
10 Gbps, or 1 Gbps links across the land, supplied by
telecommunication companies such as Telkom, Neotel, and
DFA. There are multiple 10 Gbps undersea cables supplied by
West Africa Cable System (WACS), SEACOM, and Eastern
Africa Submarine Cable System (EASSy) that link univer-
sities via London and Amsterdam [6]. Universities within

close proximity are linked wirelessly or share a metropolitan
network.

ml[={I=d TENET

SANReN Research Network of South Afica

Dark Fibre Backbone
Other Existing Links
Ongoing Projects (2020/2021)
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Fig. 1. SANReN backbone map [6].
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B. Active Measurements

Active network measurements consists of injecting packets
to assess network performance in terms of delay, packet loss
and bandwidth capacity [9], [10], [11], [12]. Our study carries
out the active measurements using existing tools, leveraging
the advantages of both Speedchecker [13] and perfSONAR
[14] to target specific source and destination combinations.

PerfSONAR is a global network measurement framework
that operates within NRENs. PerfSONAR has dedicated tests
for delay (ping), page load time, traceroute, and throughput.
PerfSONAR includes tools such as Bandwidth Test Controller
(BWCTL) [15], One-Way Ping (OWAMP) [16], and Network
Diagnostic Tool (NDT) [17], and these allow perfSONAR
to conduct tests for specific types of traffic such as bulk
data transfer and video transfer. A big data study done by
Zurawski et al. [18] shows the potential of perfSONAR in
applying it to determine the source of congestion between
Brown University (in the United States) and the Large Hadron
Collider at the European Organization for Nuclear Research
(CERN). Another project making use of perfSONAR for
network monitoring is the US ATLAS [19], [20].

Speedchecker [13] is a global network measurement in
which software probes are installed on end-user devices,
including home routers, PCs, and wireless devices. The
Speedchecker platform exposes an API that allows one to
issue measurements such as ping, traceroute, and HTTP GET.
The measurements can be launched from specific locations
(countries and cities), and this allows measurement of internet
quality of service from the vantage point of those locations.
Recent studies [21], [22] have used Speedchecker to study
Africa’s internet infrastructure. Chavula et al. [22] studied the
effects of cross-border infrastructure and logical interconnec-
tions on intra-country and cross-border latency in Africa. They
conducted Speedchecker ICMP pings between countries using
Speedchecker and applied a community detection algorithm
to group countries based on round trip times (RTTs) between
countries. The study was expanded in Formoso et al. [21] who
carried out a large-scale mapping of inter-country delays in
Africa. Their analysis further revealed clusters of countries
with lower delay interconnectivity among themselves. Arnold
et al. [23] conducted a study using Speedchecker to measure
the impact of a private WAN on cloud performance.

III. METHODOLOGY

We used two platforms to conduct active performance
measurements: Speedchecker [13] and perfSONAR [14]. We
undertook a 2-week active measurements study, runnting test
both from within SANReN (internal performance) and from
outside SANReN (external performance).

A. Network Delay and Page Load Time

Network delay is one of the key metrics used to assess
network performance because it directly impacts user experi-
ence. In this study, we conduct delay (ping) tests to various
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zero-rated websites' that are hosted within SANReN. We also
conduct Page load time (PLT) test to measure the total time
it takes to load a page from when the user enters the URL
in a browser. PLT is a key metric in finding the QoS of
websites because it shows the network performance when
actual data is requested by an end-user [24]. We load the same
websites from different cities, both within and from outside
SANReN. This is done to observe the performance from
different locations, and compare performance from outside
SANReN and from within [25].

We also conduct traceroute tests to the websites and use
the results to explain the delays and PLTs. We attempt to find
gaps in the network and identify congestion prone paths. The
traceroute also helps to identify if the routes that are used
are circuitous. The dependent variable for these tests is the
number of IP hops it takes to travel from each source to the
specified destination. We only consider successful traceroutes
as being the ones that reach the target websites’ ASNs. We
use MaxMind’s ASN database [26] to lookup the ASN of
each target website, as well as the last IP hop reached by a
traceroute.

B. Throughput

Throughput tells us how fast the network transfers data
between two points [27], [28]. For external tests, we calculate
throughput from the page load time tests by using the total
number of bytes downloaded for each test. We define through-
put for these tests as the number of total downloaded bytes
(TDB) divided by the result of total page load time minus
time-to-first-byte (TTFB), i.e.: Throughput = %.
For the internal tests, we use Iperf3 [29] to measure the
throughput.

We run tests from Cape Town, Johannesburg, Durban,
Port Elizabeth, and Pretoria to websites at the universities
as listed in Table I. The universities were chosen because
they are seven of the biggest universities in South Africa
and are spread out across the country. The websites that we
used as destinations are zero-rated websites from each of the
universities, and their locations were checked using IP-API
[30] and IPWHOIS [31].

TABLE I

DESTINATION UNIVERSITIES USED IN THIS STUDY.
Abbreviation | Name Location
UCT University of Cape Town Cape Town
UwC University of the Western Cape Cape Town
WITS University of the Witwatersrand, | Johannesburg

Johannesburg

uJ University of Johannesburg Johannesburg
DUT Durban University of Technology Durban
UNISA University of South Africa Pretoria
NMU Nelson Mandela University Port Elizabeth

We ran daily tests for two weeks between each city and
university. In order to comply with Speedchecker’s fair-usage
policy, we limited our tests to 14 per day per destination

'South African Zero-rated Content: https://docs.google.com/spreadsheets/
d/1d3HciexwZQndqHULEILwk_g4F1RRwUMIQjVVPc80Bsl/edit?usp=
sharing
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university. Tests were conducted in the morning (9AM),
afternoon (3PM), and night (9PM) to get a measure of the
network performance.

IV. RESULTS

We group our active measurement results by experiment
type and split them into external Speedchecker experiments
conducted from outside of SANReN, and internal perfSONAR
experiments conducted from within SANReN. We present the
data as box plots and show the distribution of data for each
city and each university. We use scatter plots to display the
relationship between page load time and delay. We also show
the number of IP hops taken by the traceroute to reach each
destination from the source cities. After presenting the internal
and external results, we present a comparison thereof.

A. Packet Delay Results

1) Packet Delay from Outside of SANReN: Figure 2
presents a box plot of the delay from the five cities that were
used as sources for testing. The cities with the lowest median
delays to universities are Johannesburg with a median packet
delay of 29ms, and Pretoria with a median delay of 35ms.
Durban had a median delay of 47ms, Cape Town: 48ms, and
PE: 53ms. In terms of the destination websites, WITS (which
is within Johannesburg) had the lowest median delay: 37ms,
followed by UNISA (in Pretoria) at 37.5ms. NMU, which
is located in Port Elizabeth, had the highest median delay
of 57ms, followed by UCT and UWC with 46ms and 43ms
respectively. Both UCT and UWC are located in Cape Town.
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Fig. 2. External delay by destination university.

Overall, the delays appear to be in line with the distances
between the universities and cities. For example, the delay
from Durban to Cape Town universities was higher than the
delay from Durban to universities in Johannesburg, Pretoria,
and Durban. The median delay from Durban to UWC is 56
ms and Durban to UCT is 57 ms. Delay between Durban
and the universities in Johannesburg, Pretoria and Durban is
lower, with Durban to UJ: 40 ms, Durban to UNISA: 40 ms,
Durban to WITS: 38.5 ms, and Durban to DUT: 30.5 ms.

2) Packet Delay from within SANReN: Results from the
internal delay tests are presented in Figure 3. Here again we
see that the delays follow the distance pattern. For example,
the median delay from Cape Town to DUT is 27.05 ms, and
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from Durban to UCT and UWC,
26.82ms and 27.35ms respectively.

the median delays were
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Fig. 3. Internal delay by destination university.

There is higher delay from Port Elizabeth (PE) to UJ and
WITS, with median delays of 25.47 ms and 25.26 ms re-
spectively. We also observe higher delays from Johannesburg
to NMU (25.42ms). Similarly, we see relatively high delays
between Pretoria to NMU (Port Elizabeth) of 26.24ms. In
comparison, we see relatively lower median delays of 10ms
between Cape Town and PE (and vice-versa).

3) External vs Internal Packet Delay: We combined and
compared the results from the external and internal delay
experiments. Figure 4 shows the overall delay to each uni-
versity. We observe, as expected, that the internal tests have
lower delays when targeting each of the universities. We also
observe that NMU has the highest median delay from both
external and internal sources, while WITS has the lowest
median delay from both external and internal sources. UJ has
the biggest IQR (53) and the highest value for the maximum
delay from external sources (154 ms). The biggest difference
between external and internal median is experienced by NMU
with the difference being 36.4 ms (57 ms - 20.6 ms).

External vs Internal Delay by Destination University

100

Delay (ms)
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nmu et wits  unisa U uwc dut
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Fig. 4. External vs internal delay by destination university.

B. Page Load Delay Results

1) Page Load Delay from outside SANReN: Results from
the page load time tests conducted by Speedchecker (external
vantage points) to SANReN-based websites are presented
below. In Figure 5, we observe that results are similar for
four of the source cities, with again PE being the outlier. PE
experiences higher PLTs for SANReN websites than the rest
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of the cities, with a median PLT of 1727 ms. In contrast,
Johannesburg had the lowest median PLT of 315ms, followed
by Durban with 472ms, Cape Town with 496ms, and Pretoria
with 534ms.
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Fig. 5. External page load times by destination university.

In terms of target websites, NMU (again Port Elizabeth)
has the highest PLTs with an overall median of 899ms from
all cities. In comparison, DUT, UWC, and UCT have median
PLTs of 594.5ms, 527ms, and 516ms respectively. WITS,
UNISA, and UJ had the lowest overall median PLTs of 387ms,
404ms, and 426ms respectively. When focusing on specific
pairs of source city and target university, we see that although
NMU resides in Port Elizabeth, the highest median PLT of
any source and target pair is experienced when trying to reach
NMU from Port Elizabeth, with 2112.91 ms. Moreover, PE
has an overall IQR of 1244.5, showing that the PLTs are
inconsistent to all the universities targeted. For comparison,
Cape Town has an IQR of 322, Durban: 312, Johannesburg:
193, and Pretoria 526.
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Fig. 6. Internal page load time by destination university.

2) Page Load Delay from within SANReN: Figure 6
presents the results for page load times from within SANReN.
We see that NMU and DUT have the highest median PLTs
across all the source cities, with NMU having a PLT of
329.75 ms and DUT having a PLT of 341.82 ms. The rest
of the universities experience lower PLTs, with UCT having
an overall median PLT of 300.8 ms, UWC: 275.48 ms, UJ:
223.11 ms, UNISA: 215.68, and WITS: 179.55 ms. The next
highest median PLT to DUT is 362.75 from Port Elizabeth.

3) External vs Internal Page Load Delay: We combine
the results from our external and internal page load time
experiments and present them in Figure 7. We observe that
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parts of the external and internal quartiles for NMU, DUT,
and UWC overlapping. We see high page load times to
universities even from within the cities in which they are
located, indicating possibility of congestion in the paths used
to transfer data.

External vs Internal Page Load Time by Destination University
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Fig. 7. External vs internal page load time by destination university.

More specifically, we see a difference of 569.25 ms when
comparing the external and internal median PLTs to NMU, a
difference of 252.68 ms when comparing DUT’s external and
internal PLTs, and a difference of 251.52 ms when comparing
UWC. We observe a difference of 215.2 ms between UCT’s
median PLTs, 207.45 ms between WITS’, 188.32 ms between
UNISA’s, and 202.89 ms between UJ’s median PLTs. With the
exception of WITS, all the universities have a difference of
over 200 ms between their external and internal PLTs.

4) External and Internal Page Load Delay vs Packet De-
lay: We combined and compared the results from our external
and internal page load time experiments. Figure 8 shows the
overall results compared to one another. We notice that high
delays are common when using external sources, with 20.53%
of the data points having delays higher than 75 ms. We also
observe that the page load times are similar for a large number
of tests, with 93% of internal tests having PLTs under 1000
ms, whereas only 77.42% of external tests have PLTs under
1000 ms. This suggests that delay from external sources could
be improved, and that throughput in the network is sufficient
as page load times from inside the network are similar to that
of external sources.
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Fig. 8. External and internal page load time vs delay.
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C. Traceroute Results

We conducted traceroute tests from the source cities to each
target website, and we make the following observations. The
highest median number of hops among the target universities
when using PE as the source is 17 from PE to NMU. We
observe that the overall median number of hops to universities
from PE is 14. We observe that from our external experiments,
DUT is the university with the biggest difference between
external and internal median values, with external tests taking
14 hops and internal tests taking 6 hops. NMU’s internal and
external results have a big difference in their median values as
well, with the internal and external tests taking 8 and 15 hops
respectively. PE is the only city where the university with the
highest median number of hops is located in the source city
itself. Figure 9 presents a comparison of number of hops to
each university.

Fig. 9. Number of IP hops for traceroute by destination university — external
vs internal sources.

We observe that, for the external tests, the highest number
of hops of any source and target pair is 17 from PE to NMU.
For the internal tests, the highest number of hops for a source
and target pair is 11 from PE to UNISA and from Pretoria to
UWC.

D. Throughput Results

It has to be noted that the internal (perfSONAR) throughput
measurements reflect the capacity of the core SANReN infras-
tructure, whereas the external results reflect the throughput
when SANReN resources are accessed from outside the
SANReN. Figure 10 shows the comparison between the sets
of measurements. For throughput measurements conducted
from outside SANReN (using Speedchecker), we observe Jo-
hannesburg has the highest overall median throughput with a
value of 0.01404Gbps, with the highest values being 0.02206
Gbps from Johannesburg to DUT. PE experiences the lowest
throughput with an overall median value of 0.00234, with the
lowest being from PE to UJ at 0.00104Gbps.

Internal throughput tests conducted using perfSONAR from
within SANReN show inter-university median throughput val-
ues between 4.91Gbpss and 8.005 Gbps. The lowest through-
put was from Durban to UCT at 4.91Gbps. However, Durban
experienced the highest overall median throughput of 8.005
Gbps, followed by Pretoria with 7.64 Gbps, Johannesburg
with 7.55 Gbps, and PE with 7.53 Gbps.
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V. DISCUSSION

This study has focused on evaluating network quality of
service (QoS) when accessing content hosted in SANReN. We
conducted active measurements to study disparities between
internal and external access to SANReN, especially when
accessing zero-rated educational websites. A key metrics for
our comparison was page load time, which is used to represent
user’s quality of experience when accessing the network. Our
results show the difference in the nature of network paths
followed by packets from source to destination, and that this
is an important factor differentiating delay and page load times
between internal and external access. We observe that other
ISPs take more circuitous routes to different universities in
the SANReN, with 11 as the median number of hops from
other ISPs (South Africa based) to SANReN. In comparison,
internal SANReN paths have a median is hop count of 6,
which is just about 1/3 of number of hops for external
access. This indicates sub-optimal interconnection between
SANReN and other ISPs in South Africa. This is likely to be
a result of the interconnections happening in only one or two
locations, and thus traffic being forced to follow circuitous
routes through these locations.

The observed performance differences also appear to be
different depending on location. For example, the delay to
reach a website hosted by NMU from outside of SANReN
(57ms) is 35.71% higher compared to the overall median
for reaching universities from outside of SANReN (42ms).
For the external tests, the overall median delay from PE
to the universities tested is 53ms, which is 26.19% higher
than the median of all the source cities combined (42ms).
For internal delays, PE’s delays are 107.59% higher than the
overall median. We also see that the delay when targeting
NMU is 71.81% higher than the overall median. These high
delays seem to be due to circuitous routing, as traceroute
analysis shows traffic from Port Elizabeth to Johannesburg
travelling via Cape Town, which means that the paths to
Johannesburg via East London and Bloemfontein are ignored.
Our results also show that PE has higher page load times.
The external results when accessing NMU produced a median
page load time of 1727 ms, compared to the overall median
from cities at 491ms.

The impact of this sub-optimal interconnection is also
observed in the differences in median latencies measured from
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within and from outside SANReN. We observe median latency
difference of up to 36 ms between measurements taken from
external and internal sources.

We observe a big difference between page load times
when accessing webservers from within SANReN compared
to accessing them from other ISPs, with the differences being
over 500 ms. We observe that the page load times are in
general higher for external sources, with up to 23% of external
tests having PLTs of over 1000 ms, whereas only 7% of
internal tests had PLTs over 1000 ms. This suggests that
delay from external sources could be improved through better
interconnection with other ISPs.

VI. CONCLUSION

In this study, we focused on evaluating the internal and
external performance differences for SANReN by using active
measurements. Our measurements showed a big difference
between delays experienced when accessing SANReN web-
servers from within the network compared to accessing them
from other ISPs. Our analysis shows that the high delays
and higher page load times experienced outside the SANReN
are caused by traffic flowing via circuitous routes, using
Cape Town as an interconnection point. This is problematic
considering that Cape Town is located far from the rest of the
cities in the network, and thus, introduces delays.

For future work, we will expand the number of cities
and universities tested. We will also explore and experiment
with traffic engineering solutions that could be employed in
SANReN.
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Abstract— The need for novel digital health applications and
services has prompted the re-evaluation of Africa’s mobile
network infrastructure. The introduction of the fifth generation
and beyond networks allows researchers to leverage digital health
applications to solve the most pressing health challenges on the
continent. This growth in innovations calls for the need for a
launchpad platform for such technologies. This paper argues the
need for Africa to have its own 5G and beyond digital health
testbeds. The paper further proposes the design of a testbed that
uses readily available open-source technologies in its
implementation. The layers of the communication systems in
relevant domains, namely: the data acquisition, access network,
core network and data retrieval domains, are presented. A
proposal for managing the security and privacy aspects of
medical data through Blockchain and X-Road technologies is also
outlined. In closing, the paper discusses the potential of deploying
5G-powered private networks in hospitals.

Keywords— 5G, B5G, Core Network, Testbed, Digital Health

I. INTRODUCTION AND MOTIVATION

Digital Health, which implies using communications
technologies in healthcare, incorporates personalised and
participatory healthcare models [1]. Transmission of medical
data using mobile networks for health monitoring, well-being
practices and preventive care expands the organisation and
delivery of health-related services and activities beyond
professional healthcare organisations. Africa’s healthcare
systems can be strengthened by integrating robust digital
health applications, including electronic health (eHealth),
mobile health (mHealth), telehealth and telemedicine. These
solutions offer the potential to positively transform healthcare
delivery [2], particularly in Africa, where there is a great need
to enhance access to health information and distribution of
routine, emergency health and diagnostic services [3].

The Coronavirus disease 2019 (COVID-19) pandemic has
prompted an exploration of novel tools to mitigate some of the
devastating effects of the disease on communities. As a result,
attention has turned to the search for options to provide
possible healthcare solutions using digital health applications
in this time of unprecedented health crisis [4]. As a result,
several digital health applications have successfully been
implemented in Africa during the current pandemic,
specifically focusing on telehealth and mHealth technologies
[5]. For example, the South African government rapidly
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implemented the COVID-19 Alert SA App, which tracks
people who tested positive for COVID-19 and those who had
some contact with COVID-19 positive persons [6].

A. Challenges in Africa’s Healthcare Systems

Africa’s population continues to grow and is currently
estimated to be about 1.369 billion people, with an annual
growth rate of more than 2.5% [7]. Apart from having a low
doctor-to-patient ratio, Africa is characterised by weak health
systems, poor preparedness for health emergencies, poor road
networks, poor quality of care and an overall inadequacy of
drug supply, and hence continues to face serious challenges in
providing good healthcare services to its people [8], [9].
However, many of these challenges can be solved using digital
health applications.

Deployment of digital health applications and services has
been a challenge because of several factors. Lack of proper
training and documentation, lack of proper alignment to need,
and inadequate mobile telecommunications infrastructure are
some of the notable challenges encountered in implementing
digital health technologies [10]. However, it is believed that
5G and Beyond 5G (B5G) technologies will solve the problem
of inadequate mobile telecommunications infrastructure,
enabling a new health ecosystem that connects Africa’s
healthcare systems accurately, efficiently, conveniently, and
cost-effectively [11].

B. The Need for Digital Health Solutions for Africa’s
Healthcare Challenges

The Universal Health Coverage (UHC) stipulates the need
for all nations to reach the targets as set in the Sustainable
Development Goals (SDGs) of 2015 [12]. African countries
have become good candidates for adopting digital health
technologies in their health systems to reach up to one billion
more people as set in UHC [13]. According to the United
Nations Sustainable Development Goal (UNSDG) number 3,
universal health coverage can reduce poverty [14]. The
indicator in section 3.8.1 of the goal describes coverage of
essential health as the average coverage of essential healthcare
services like reproductive, maternal, newborn and child health,
infectious diseases, non-communicable diseases, and service
capacity and access, among the general populace and the most
disadvantaged population [15]. Furthermore, the Global
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Strategy on Digital Health 2020-2025 report by the World
Health Organization (WHO) shows that the use and scaling of
digital health solutions can revolutionise access to health
among people worldwide. Moreover, digital health
applications can help achieve higher health standards and
access services to promote and protect health and well-being
[15]. This section presents some ideas and suggestions on how
digital health applications would solve some pressing issues in
African healthcare systems.

Digital health interventions allow health systems to share
and disseminate vital health information to the masses
irrespective of geographical limitations. For example, by using
mobile phone Short Message Service (SMS) applications,
health content on COVID-19 has been disseminated via mobile
SMS by different telecommunication companies and partners
supporting the ministries of health in Africa [10]. The SMSs
contained important information on different thematic areas,
including awareness, prevention, testing, tracking, vaccination,
and treatment. In addition, patients have been given a chance
to consult with healthcare providers using telehealth remotely.

Digital health applications also have the potential to
facilitate communication between workers in Africa’s health
systems. This channel of communication enables lower-level
workers to expand their range of tasks and take on tasks that
would previously be assigned to higher-level workers [17] by
using virtual reality (VR) applications and video conferencing.
A typical example can be a nurse performing a high-level
diagnosis or treatment procedure on a patient at a remote health
centre by following instructions from a doctor located at the
district or referral hospital [16]. In this way, health workers
working in rural and remote areas can appreciate the efficiency
of digital health technologies in offering services through the
applications. The technologies also present a better way of
sharing vital medical and statistical data between remote sites
and central or district offices. Health systems can share such
important data with researchers, accelerating response to
outbreaks and ailments [17].

However, to date, the possibility of such technologies is
precluded on the African continent because of poor quality of
coverage and inadequate data speeds capacities of the 2G, 3G
and 4G [18]. This challenge is why African countries need to
invest in mobile telecommunications infrastructure by
embracing technologies like 5G (B5G). The deployment of 5G
(B5G) systems and platforms for healthcare in hospitals and
clinics will provide a route for improved healthcare provision.

From findings, 5G (B5G) networks provide a Dbetter

opportunity to develop innovative solutions in the health sector.

This opportunity is because 5G networks have ultra-low
latency, are more reliable, have massive capacity, increased
availability, and provide a more uniform user experience to
more users [19]. Research shows that 5G networks have
considerable high data transmission rates and provides
dedicated channels for processing and delivering relevant
biomedical data rates of up to 20Gbps [20]. In addition, small
cell-based 5G networks operating in millimetre wave
(mmWave) frequencies are energy-efficient and cost-effective
compared with traditional base stations [21], [22]. This factor
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shows how 5G will be easier to deploy even in rural and remote
areas. The sixth-generation (6G) wireless communication
networks are expected to support many medical equipment and
devices with ultra-low latency requirements [23]. These B5G
networks will integrate the terrestrial, aerial, and maritime
communications into robust networks which would be more
reliable, fast and agile. Furthermore, these networks will deal
with delays in accessing and transmitting data through digital
health applications even in network congestion [28], enabling
a better quality of service (QoS) and improved user experience
in using the applications.

C. The Need for a 5G (B5G) Digital Health Testbeds in
Africa

Healthcare challenges in Africa are unique, and solving
them will require embracing the emerging technologies
outlined above. The availability of 5G (B5G) testbeds will
accelerate the design and development of digital health
interventions that will use today and in future networks. The
testbeds will also facilitate improved beta testing before actual
deployments of such interventions and increase the probability
of successful implementations. Testbeds also provide a good
launchpad for notable scaling up of interventions by replicating
workable models of deployment and technology support [24].

This paper investigates the design and implementation of a
secure 5G (B5G) digital health testbed to evaluate and validate
digital health applications and services. The testbed is currently
being implemented in the Faculty of Health Sciences at the
University of Cape Town, South Africa. The project uses
open-source tools and applicable standards to develop a cost-
effective, flexible and scalable 5G (B5G) digital health testbed.
The rest of the paper is organised as follows: Section Il reviews
related work and literature. Section IlIl narrates the
methodology to be used; Section IV presents a summary of the
proposed solution; Section V discusses the expected outcomes
of the testbed research, and Section VI concludes the paper and
discusses future work.

Il. RELATED WORK

Research has shown that there are no 5G and B5G health
testbeds in Africa. However, in recent years, several digital
health testbeds have been implemented globally. In this
research, three testbeds have been identified and analysed in
their implementation architecture, use cases, and security and
privacy features. The United Kingdom (UK), through the
Department for Digital, Culture, Media & Sport of the National
Health Service (NHS), funded various 5G digital health testbed
implementations under the 5G Testbeds and Trials Programme
(5GTT) project [25]. Three of such implementations under the
UKS5G project were the Liverpool 5G testbed [26], the West
Mercia Rural 5G [27] and the West Midlands 5G [28].
However, from the UK5G project, only the Liverpool 5G
testbed is reviewed due to its uniqueness in using low-cost
open-source 5G network architectures, artificial intelligence,
VR and loT.

The Liverpool 5G project is a consortium of public sector
health and social care suppliers, the NHS, university

Page 131



researchers at the University of Liverpool, the City Council,
organisations, SMEs and a leading UK 5G technology vendor,
Blu Wireless. The testbed has been established as a private 5G
small cell mesh network in the Kensington area of Liverpool.
It combines the City’s closed-circuit television (CCTV) fibre
assets and street furniture, Blu Wireless’s tailored 60GHz mm-
Wave technology, WiFi and a low-power long-range wide-area
network protocol (LoRaWAN) as illustrated in Fig. 1 below.
The use cases implemented on the testbed are safe house,
PAMAN, Push-to-Talk (PTT), VR headsets in palliative care,
telehealth in a box and chromatic sensors [26]. The
applications use the concepts of 10T, VR, video conferencing,
Al and ML, which necessitated the need for high data rates
achievable in 5G networks. Thus, the Liverpool 5G testbed is
an example of a multi-application platform-based digital health
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Figure 1: Liverpool 5G Testbed Network Deployment [35]

The second testbed reviewed is the 5G-Smart Diabetes
testbed. This testbed was developed by researchers from
Huazhong University of Science and Technology, the
University of Oulu and the Korea Advanced Institute of
Science and Technology. It combines state-of-the-art
technologies such as wearable blood glucose monitoring
devices, Al, ML, and big data to generate comprehensive
sensing and analysis for patients who have diabetes [29].

Their implementation architecture is divided into layers,
namely: the sensing layer, personalised diagnosis layer and
data sharing layer. Furthermore, they developed a cloud
platform using their data centre at their EPIC lab. All the
collected data sets are offloaded to the cloud platform via the
interface of the smart app. In addition, the results of the
analyses and treatments are fed back through the app. To
evaluate the performance of the testbed, Decision Tree,
Support Vector Machine (SVM) and Artificial Neural
Networks (ANN) machine learning algorithms are used [29].
The 5G-Smart Diabetes is an example of an application-
specific use-case-based testbed.

The third testbed was developed by researchers at the Oulu
University in the OuluHealth Labs. Using technologies such as
health data management, efficient and ethical utilisation of Al,
ML and 5G, they developed new predictive analytics for
preventive medicine [30]. Their digital health testbed is
integrated into the existing open 5G network through
standardised architecture connected with test devices [31].
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Their 5G New Radio (5G NR) network is 3GPP compliant,
operating at 3.5GHz with a maximum of 100MHz bandwidth.
It is envisaged that the non-standalone 5GNR supported by
Long-Term Evolution (LTE) base station functions will later
run in standalone mode [34]. Some of the projects being
supported using the backbone 5G network at Oulu are
DigiHealth, Nordic Arctic Co-creation Platform (NACCOP),
Virtual Hospital 2.0, medical and dentistry digital learning
(MEDigi), inDemand and HIPPA [32]. To tackle security and
privacy issues, Oulu University launched a Secure-Connect
project through the Centre for Wireless Communications to
study the impact of 5G technologies in security and privacy
[33].

A. Identified Research Gaps in the Related Work

Literature is not clear on how Liverpool 5G, 5G-Smart
Diabetes and Oulu 5GTN testbeds leverage Al and ML in
making the testbed core networks intelligent. Of the three, only
Oulu 5GTN showcases some level of automation and
monitoring of network traffic using NFV service-based slicing
[34]. Furthermore, the three testbeds mentioned above did not
showcase any notable use of X-Road, Blockchain, Al, and ML
in tackling security and privacy issues. Blockchain can be used
to establish secure, immutable and decentralised shared
resources.

B. Suggested Solutions Proposed by Other Researchers

J. Kaur et al. (2021) propose Deep Learning (DL) for use on
5G&B5G networks because of its capabilities in achieving
learning from scenarios that are more close to humans [20].
Using deep learning methods of Al and ML can solve the
uncertainty, time variations, and complexity of a secure 5G
(B5G) digital health network [35]. MedBlock is an example of
an Al-enabled and Blockchain-driven medical healthcare
system developed to secure Electronic Health Records (EHRS)
of COVID-19 patients [36].

I11. THE PROPOSED INTELLIGENT SECURE 5G AND
BEYOND DIGITAL HEALTH TESTBED

The proposed research activities will be carried out in four
stages. The first stage will involve designing and implementing
a 5G campus network system in the Faculty of Health Sciences.
The access network will consist of WiFi access points,
Ethernet and 4G small cell base stations, which provide an
interface for medical devices to share data with the core
network. The digital health testbed network will be allocated
its virtual network resources on the core network. Using
Mobile Edge Computing (MEC) technology to improve
applications’ performance on the testbed, the network
resources will be allocated as EDGE nodes for easy access and
integration [37].

Al and ML algorithms will be programmed using PyCharm
[38], Google’s Colab and a library called TensorFlow [39] to
automate the service instantiation of containers on the testbed.
The MEC system, comprised of the virtual data processing and
virtual storage machines (VMs), will be implemented in the
same unit and connected to the 5G core system using network
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adapter methods in the VirtualBox. Software-defined
networking (SDN) will be used to decouple the control plane
and the data plane of the testbed for better optimisation [40].
Once successfully installed, the end-to-end performance of the
network infrastructure will be evaluated using Iperf [41], [42]
and Wireshark [43], both open-source software tools used to
validate network performance characteristics, i.e., latency,
throughput and jitter. Two virtual machines will be installed to
emulate online servers for data storage and processing. In
addition, two Android phones and a laptop will be used as data
retrieval devices.

The second stage will involve identifying and integrating
digital health applications services that will act as preliminary
use cases to test the testbed’s performance. Five concepts have
been targeted for the preliminary evaluation of the testbed.
These are in areas of the internet of medical things (IOMT),
augmented/virtual reality (AR/VR), image processing,
tuberculin skin testing (TST) and tele-ultrasound.

The third stage of this project will involve designing and
implementation the security framework. The Blockchain
network will be implemented using Ethereum Blockchain
technology, with the Blockchain smart contracts being
implemented in the Solidity programming language [44]. The
interplanetary file system will emulate the decentralised file
storage in Blockchain, which is also characteristic in connected
health systems when setting up storage servers on the testbed
[45]. A blockchain client will be implemented in all Android
devices to allow secure communication with the Blockchain
system. The X-Road system will be implemented using open-
source software provided under the MIT licence, with technical
support available online from the Nordic Institute of
Interoperability ~ Solutions, an organisation supporting
international X-Road deployments, with whom the authors are
collaborating. This stage will also involve integrating the
security framework onto the 5G network infrastructure. The
network and medical devices secured using Blockchain and X-
Road will be connected to the network.

The fourth stage will involve full integration of system units
and run-time assessment of all the installed applications and
services. Then, further evaluation of the testbed’s ability to
allow secure exchange of health data between mobiles devices
and a server will be carried out to validate its security and
privacy capacities.

IV.PROPOSED ARCHITECTURE FOR
IMPLEMENTATION

The proposed testbed network will be comprised of four
main domains, as shown in Fig. 2 below.

1) Data Acquisition Domain: This domain is where
medical devices will be installed. These devices will collect
patient health information and act as a point of entry of data
into the digital health testbed. Other mobile applications that
are used to capture data will also be used in this domain.

2) Access Network Domain: In this domain, access is
given to the devices to share data with the core network
infrastructure for processing storage and retrieval. Here, WiFi

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021

access points will be installed to connect WiFi-enabled
equipment and devices for data transmission to and from the
core network. An LTE Evolved Node B based small cell base
station will also be installed. Ethernet connections to
computers and Ethernet-enabled equipment will also be
provided by installing a hub switch to extend the ethernet
capability of the network.
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Figure 2: A proposed generic 5G-enbaled health network showing different
system domains.

3)  Core Network Domain: The core network will be the
hub of all data transactions. This domain is where the 5G core
Virtual Machine (VM) will be installed. The VMs will be
comprised of the Mobility Management Entity (MME), Home
Subscriber Server (HSS), Policy and Charging Rules Function
(PCRF), Serving Gateway Control Plane (SGWC), Serving
Gateway User Plane (SGWU), Packet Gateway Control Plane/
Session Management Function (PGWC/SMF) and the Packet
Gateway User Plane/ User Plane Function (PGWU/UPF). Data
processing and storage facilities, applications and services will
be implemented wusing virtualisation (VMs) and
containerisation (containers).

4)  Data Retrieval Domain: This is where monitoring
services and applications will be implemented. Computer,
web-based, and smartphone (Android & 10S) applications will
be installed on PC and mobile phones connected to the core
network through the access network.

V. EXPECTED OUTCOMES

The research outcomes include a working testbed platform
for the validation of digital health applications developed at
UCT. The testbed will be open and accessible for other
universities from South Africa and other African countries for
their researchers to perform trials of their digital health
applications. The testbed will become a very important
blueprint in modelling the emerging concept of 5G-connected
hospitals [50] in Africa through replication.

The testbed will also work as a catalyst for fast-tracking
translation of research results in digital health applications to
deployable commercial products and solutions. The testbed
will be equipped with all the parametric capabilities to mimic
the deployment environments. The applications will be tested
using selected medical devices, mobile phones, computers, and
servers connected to the testbed. The testbed will provide a
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practical modelled environment for testing, reducing the
failure rate during deployment while in service. As a result,
these well-matured digital health applications will bring a
tremendous positive impact on healthcare service delivery.

The testbed architecture will also become a blueprint in
installing 5G (B5G) private networks or 5G campus networks,
facilitating the introduction of local 5G-powered hospitals in
Africa [46]. The 5G architecture will comprise of such unique
technical features of 5G/6G such as the New Radio (NR)
interface, 5G core (5GC) network, network slicing as well as
the use of Al and ML in 5G (B5G) networks.

V1. CONCLUSIONS AND FUTURE WORK

This paper proposes the design, development and evaluation
of an intelligent, secure 5G (B5G) digital health testbed used
as a centre of research for digital health interventions in Africa.
The paper advocates for the need for Africa to have its digital
health testbed that provides a platform of collaboration and
continual research in the subject matter. The proposed testbed
will meet the intended outcomes and help improve the testing
and delivery of digital health applications in 5G (B5G)
networks in Africa.
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Abstract—A framework was developed to address limitations
associated with existing techniques for analysing sequences.
This work deals with the steps followed to select suitable
datasets characterised by discrete irregular sequential patterns.
To identify, select, explore and evaluate which datasets from
various sources extracted from more than 400 research articles,
an interquartile range method for outlier calculation and a qual-
itative Billauer’s algorithm was adapted to provide periodical
peak detection in such datasets. The developed framework was
then tested using the most appropriate datasets. The research
concluded that the financial market-daily currency exchange
domain is the most suitable kind of data set for the evaluation
of the designed deep learning framework, as it provides high
levels of discrete irregular patterns.

Index Terms—Sequential analysis artefacts, deep learning
framework for irregular sequential analysis, sequential pre-
diction environment, enhanced deep learning framework, and
irregular sequential patterned dataset.

I. INTRODUCTION

The current technological transformation, named the fourth
industrial revolution (4IR) [1] has positively transformed
society by its: abundance of data; enhanced connectivity;
industrial and workplace automation; autonomous and intelli-
gent agents; artificial intelligence (AI) solutions; the Internet
of things (IoT) technologies, etc. [2]. Every other industrial
revolution, produced a different type of cutting-edge technol-
ogy which had its own challenges. Institutions and individuals
are investing in a considerable amount of resources such
as capital, human talent, infrastructure, hardware platforms,
environments and software tools to remain competitive and
sustainable. It is important to note that research within 4IR,
is assisting science to improve the lives of people. This can be
validated by how researchers such as Geoffrey Hinton, Yoshua
Bengio, Ian Goodfellow, Andrew Ng, etc., have leveraged
developments for the advancement of AI [3].

The underlying challenges associated with existing deep
learning frameworks for the analysis of discrete irregular
patterned complex sequences were identified [4]. Specific con-
cerns raised were: performance robustness; transparency of
the methodology; literature consistency; internal and external
architectural design and configuration issues. Inconsistencies
and discord in the literature highlight some of the challenges
associated with existing approaches to the analysis of irreg-
ular sequences and makes it possible to address them. It
was suggested that addressing these challenges might lead
to a systematic, accurate, stable, explainable and repeatable
deep learning framework for the analysis of these types of
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datasets. The explainability of any system is determined by
the ability to present and explain its underlying features in
a way that can be understood [5]. The relationship between
data and deep learning solutions has become important for
the development of better artefacts for analysis [6]. Current
interest in innovative developments in the field of Al is often
driven by large scale data. Data is both a push and a pull
factor for the development of Al technologies, which are
producing and consuming an unprecedented abundance of
data. For example data is produced by financial markets, social
media, astronomy, weather, traffic, surveillance, etc. [7]. There
is an emerging trend that datasets are characterised by a high
level of irregularities as a result of incompleteness, extreme
randomised patterns and noise [8]. Dealing with such massive
datasets remains challenging.

This paper builds towards a framework named the Sys-
tematic enhanced deep Learning Framework for Irregular
Sequential Analysis (SeLFISA) for the analysis of these kinds
of datasets. The framework will be a combination of ar-
chitectures, algorithms and models aimed at predicting the
future behaviour of complex sequences. The intention is to
produce an explainable and straightforward framework as
part of a solution within the 4IR space. The initial step of
such a framework involves selecting suitable and appropriate
datasets, which is the focus of this paper. The dataset selection
process of the intended SeLFISA framework is shown in
Fig. 1. As such, the aim of this research is to address
the question: How should such a dataset be identified to
evaluate the SeLFISA framework? A design science research
methodology guided the research.
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Referring to the process in Fig. 1, a class of datasets with
irregular patterns were identified as a key stage of developing
better deep learning artefacts for sequential analysis. Seventy
three sequential datasets from eight domains of different
sources were extracted from 400 research articles, by means
of a systematic literature review process [4]. Datasets, charac-
terised with the most irregular patterns, were then identified
for the evaluation of the deep learning framework. The daily
financial market currency exchange domain provided high
levels of discrete irregular patterned environments and the
Pound to Dollar exchange rate was used for the evaluation.

II. MATERIALS AND METHODS

The implementation process of the SeLFISA framework
illustrated in Fig. 1 involves detailed activities at each step to
create a systematic, and repeatable way of analysing irregular
discrete patterns in sequential environments.

The two steps in the framework shown in Fig. 1 were:

Step 1—Identify existing sequential datasets, analysis arte-
facts, and an evaluation mechanism using the systematic liter-
ature review process (SLR): This stage creates an initial node
that receives input from the SLR guided by reporting items
for systematic reviews and meta-analyses (PRISMA) [9].
Artefacts in the form of algorithms and models provide hints
to guide the choice of implementation approaches, datasets
and performance evaluation techniques. This stage focuses on
trying to find initial answers to the following questions:

1) Which datasets are sequential in nature with irregular
characteristics?

2) Which artefacts in the form of algorithms and models
have been applied elsewhere to analyse such datasets?

3) How were those artefacts evaluated in terms of deter-
mining their performance?

This step also creates a precondition for implementing the
SeLFISA framework by ensuring that it produces repeatable
and reliable output.

Failure to satisfy the initial condition will not only affect
the entire development process of better artefacts to analyse
such datasets but will negatively affect substantiation of the
results.

Step 2—Select, explore and evaluate candidate require-
ments: Here identified datasets, classical algorithms for ir-
regular sequential analysis, and evaluation mechanisms were
loaded into a database of records. This was done to imple-
ment an ecosystem comprising high performance computing
resources coupled with specific software libraries and tools.
An analysis that considered different dimensions had to be
made and applied to add insights into eradicating elements
of inconsistency and ambiguity that may affect future imple-
mentation steps and procedures. Once this analysis was done,
a selection process commenced based on the following:

1) Datasets—Select a dataset with most irregular patterns.
Determine the number of irregular patterns of datasets by
combining both descriptive numerical and visualization

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021

approaches. Check the levels of irregularity of selected
datasets by considering the following:

a) Box and whisker plot: apply statistical descriptive anal-
ysis of irregular patterns on all datasets by considering
the interquartile range (IQR) outlier calculation [10].
This approach illustrates the minimum and maximum
values of any dataset. The first, second and third
quartiles Q1, Q2 and Q3 of the data are shown in the
in the box plot. The difference between the minimum
and maximum provides the range of values within
the dataset. Finally, the difference between Q3 and
QI provides an inter-quartile range (IQR) given by
Equation (1):

IQR=Q3 - Q1 (1

Outliers in irregular patterns can easily be detected as
those data points that are either one and a half times
IQR below Q1 or above Q3, i.e. :

Below = Q1 — 1.5 x IQR 2)

Above = Q3+ 1.5 x IQR 3)

b) Billauer’s algorithm is used to validate outcomes of
the box and whisker plot results and to detect local
maxima and minima in a signal [11]. It provides a
graphical visualization analysis of peaks to measure
the degree of irregularity of the original data envi-
ronment. The algorithm is then customised to provide
irregular-pattern peak period detection (IPPD) which
detects discrete peak values by searching for values
that are surrounded by lower or larger values for max-
ima and minima across the y-axis and corresponding
x-axis. A look-ahead value for determining the look-
ahead distance for a potential peak needs to be a set
as a specific value to provide a maximum number of
discrete peaks.

c) Further exploratory data analytics then needs to be
conducted for insights into how variables of the chosen
sequential dataset are connected to each other. Data
description, data pre-processing, data munching, data
cleaning, and exploratory data analysis all are executed
under this umbrella procedure to understand a dataset
in detail.

2) Artefacts—Candidate artefacts were then selected, based
on their intrinsic design, application, context and ve-
racity. At this stage, attention has to be focused on
topical issues associated with common, debatable and
contradicting issues highlighted by different authors.
Attention was also paid to the search space through
variable clipping.

3) Evaluation—Evaluation allowed for the development of
a narrow list of multidimensional performance criteria.
This was done to find the best metrics for each criterion
that captures the requirements of the sequential analysis
challenge. The multidimensional criteria encompass a
basket of factors covering complexity accuracy, effi-
ciency, stability, straightforwardness, explainability and
repeatability.
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TABLE I
A SUMMARY OF IDENTIFIED SEQUENTIAL DATASETS, ANALYSIS
ARTEFACTS, AND EVALUATION MECHANISMS

Sequential Models
and Architectures

Sequential Datasets Evaluation Techniques

> 34 architectures > 73 datasets from
8 domains of different

sources.

6 evaluation techniques

See Section VI for Annexure_1_Results.pdf in GitHub.

ITII. RESULTS

A summary of the results for these implementation steps
is given below:

Step 1—The identification of existing sequential datasets,
analysis artefacts, and evaluation criteria. This step is an
extension of the systematic literature review work [4] which
reviewed over 400 research articles from year 2015 to
2020 and narrowed them to the 33 most relevant articles.
A summary of identified sequential models, architecture,
datasets and evaluation techniques is shown in Table I.

Step 2—The selection, exploration and the evaluation of
candidate requirements

i Datasets—At this stage, all datasets identified were col-
lected into a bank of datasets—see Section VI Annexure_
2-Datasets_Models in GitHub. A hybrid high-end com-
putational processing environment was provided by the
South African Centre for High Performance Comput-
ing which provides NVIDIA GeForce MX130 graphical
processing units (GPUs) and random access memory
ranging between 20-210 GB, 10 TB HDD; a CUDA
toolkit for GPU deployment; Anaconda distribution soft-
ware with Python and Jupyter Notebook, and the Keras,
TensorFlow, Pandas and other libraries.

This dual mathematical and visualisation approach iden-
tified a dataset of financial daily exchange data between
the GB Pound and the US Dollar from 1990 to 2016 [12]
with the highest number of irregular patterns, i.e. 639
from 6135 daily records. The financial daily exchange
data between the Japanese Yen and the US Dollar from
the same period has around 24 irregular patterns from
5000 daily records.

Applying Billauer’s algorithm produced irregular pat-
terns peak period detection (IPPD) visualisation analysis
of the daily exchange data between the GB Pound and
the US Dollar. See Fig. 2. The financial daily exchange
rate data between the GB Pound and the US Dollar
became our primary candidate dataset for the SeLFISA
framework evaluation, and the daily exchange rate data
between the Japanese Yen and the US Dollar became
the elected validation dataset to test performance stability
and consistency.

ii Algorithms—The experimental process identified 12 im-
plementable or executable algorithms for sequential anal-
ysis from different authors which became the candidate
artefacts. The selection process considered a combination
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Fig. 2. IPPD visualisation analysis of daily exchange data between the GB
Pound and the US Dollar from 1990 to 2016 [12]

of architecture uniqueness and referenced performance
properties. Some of these algorithms were based on gated
recurrent neural networks (RNN), autoencoders, con-
volutional neural networks, bidirectional mechanisms,
attention mechanisms, ensemble techniques, deep and
vanilla architectures.

Specific architectural design features of these 12 selected
algorithms were: the gated LSTM architecture sug-
gested [13], [14] and [15]; the bidirectional mechanism
combined with both LSTMs and GRUs influenced [16];
the attention mechanism combined with gated neural
networks [17]; deep convolutional neural network (CNN)
ensemble with LSTM and an attention mechanism [18]; a
GRU [19] autoencoders combined with LSTM [20] and
finally a deep gated recurrent neural network architec-
tures made up of both GRU and LSTM [21].

iii Evaluation—The following factors were considered as
potential performance evaluation criteria with specific
metrics: complexity measure through the total number
of built parameters of every architecture, accuracy con-
sidered a mean absolute error (MAE) which is robust in
environments associated with discrete irregular patterns
when measuring the average magnitude of the errors in
a set of predictions, without considering their direction.
Mean squared error (MSE) provided an accuracy per-
formance measure of the variance of the residuals and
a quadratic scoring rule of root mean squared error
(RMSE) which gives a relatively high weight to large
errors. The R? measures how well the independent vari-
ables in the linear regression model predict the dependent
variable. The lower the value of MAE, MSE and RMSE
the more favourable the performance accuracy of the
implemented model. Higher R? values indicate better
performance.

Efficiency was measured as a ratio of execution time and
the total number of parameters—whilst explainability
and repeatability were identified qualitatively.

IV. DISCUSSION

There is still not much agreement on how to solve the
challenges posed by the analysis of irregular sequential
datasets [4]. Contrary to existing frameworks—which are
skewed towards probabilistic randomization or ad-hoc design
approaches, which are prone to accuracy, stability, explainabil-
ity and repeatability deficiencies—the SeLFISA framework
aims at addressing these deficiencies [22]. To test the devel-
oped framework, appropriate datasets had to be identified.
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A. Datasets

This paper has shown that analysing discrete irregular
patterns or behaviour in sequential environments is more
centred on a framework approach beyond just an architecture-
or an algorithm- or a model-approach. The framework pro-
vides guidance for developing a robust analysis artefact. The
suggested SeLFISA framework has proved to be useful—
as it integrates outputs and outcomes from a wide range of
research approaches to provide a systematic way to address
performance, robustness, literature inconsistencies, straight-
forwardness and design limitations associated with existing
sequential analysis techniques. Iterative steps of the SeLFISA
framework deliver an explainable and understandable way of
determining the levels of irregularity of such datasets. It ap-
plied Billauer’s algorithm and mathematical and interquartile
range outlier calculations to select, explore and evaluate a
variety of sequential datasets [11]. The daily exchange rate
data between the GB Pound and the US Dollar has been
identified as a dataset which is very suitable for learning
because of high irregularity [12]. The daily exchange between
the Japanese Yen and the US Dollar data can then be used as
a validation dataset.

B. Algorithms

On the other hand, models and algorithms designed through
gated sequential architectures in the form of LSTMs and
GRUs have been widely used in such analysis environ-
ments [13], [14], [15]. Thus the guidance from the SeLLFISA
framework will influence the development of deep learning
with artefacts that may demonstrate better performance over
these suggested gated models.

C. Evaluation

This framework is useful when evaluating performance
criteria with specific metrics for a particular analysis artefact.
SelFISA provides a multidimensional perspective for examin-
ing critical design aspects and properties of chosen artefacts.

V. CONCLUSION AND FUTURE RECOMMENDATIONS

The SelFISA framework was developed to address limita-
tions associated with existing sequential analysis techniques.
The identification, selection, exploration and evaluation of
datasets characterised by irregular discrete sequential char-
acteristics using the SeLFISA framework provides a starting
point towards the design of better performing, straightforward,
explainable and understandable deep learning analysis arte-
facts. It creates a consistent shareable technical and literature
platform which consists of a knowledge bank of implemented
irregular sequential analysis frameworks, datasets, algorithms
and literature.

A literature bank of financial sequential datasets with
varying complexity was created. This provides a source to the
solution of existing literature inconsistencies and deficiencies
in explaining the performance of deep learning artefacts for
modelling irregular sequential behaviour see Section VI.
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It is recommended to further develop the SeLFISA frame-
work to create a consistent shareable technical and literature
platform. The framework will consist of a knowledge bank
of implemented irregular sequential analysis frameworks,
datasets, algorithms and literature.

VI. ANNEXURES

The annexures of results and datasets can be found on
GitHub: https://github.com/Dandajena/SATNAC_2021_Paper.
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Abstract—The mobile networking industry has proposed the
adoption of network function virtualisation in the various com-
ponents of the core network, including the Gi-LAN which houses
a large set of network functions. However, virtualisation intro-
duces performance cost or additional processes that degrade the
performance of the resultant network functions. In this work we
consider the network stack for the most common virtualisation
technology, Linux. We model the Linux networking stack based
on the detailed analysis and monitoring of the performance of the
various processes that occur in the network stack as the packets
are forwarded to the network functions for processing. Based
on the resultant model, we suggest and evaluate approaches
for reducing the performance cost or avoiding unnecessary
processes, in the context of Gi-LAN network functions.

Index Terms—performance, profiling, networking, VNF, Vir-
tual Network Function, Linux, eBPF, extended Berkeley Packet
Filter, bpftrace

I. INTRODUCTION

The recent growth in mobile networking traffic and the
preceded diversity of the traffic coupled with the high Capital
Expenditure (CAPEX) in the telecommunication industry
have promoted the re-engineering of the current and future
communication technologies [1]. Among these re-engineering
efforts is the migration from expensive hardware-based com-
munication Network Functions (NF) to software based NF
deployed on cheaper standard off-the-shelf hardware/servers.
Migrating to flexible software-based NF entails running the
NF on virtualised platforms. Virtualisation often degrades the
performance of the resultant Virtual Network Function (VNF).
However, in order to serve this increased growth in network
traffic whilst solving for the lower CAPEX, the re-engineered
virtualised platforms need to either maintain or improve the
performance of the current and emerging communication
networks. This entails a deep dive and understanding of the
networking of the most common virtualisation technology, the
Linux kernel.

The kernel’s primary function is to enable the sharing of
the hardware resources. This results in the virtualisation of
each hardware resource so that it can be accessed by multiple
competing processes in execution. The networking consists
of the network drivers and the network stack. The network
drivers are responsible for moving the packets from the
Network Interface Controller (NIC) hardware to the kernel,
and the network stack allows the sharing of the NIC hardware
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resources by maintaining multiple per connection queues and
per-NIC queues. To maintain memory isolation between the
queues and to absorb the different processing speeds the data
is copied across the NIC queues and connections queues. The
resultant virtualisation of hardware resources up for com-
peting access; the multi-queue per NIC and per connection
approach; the data copies and the context separation between
the processes mentioned earlier and VNF form a complex
system that affects the performance of the deployed VNF.
In order to lessen performance degradation, it is valuable
to identify the key sources of reduced performance, e.g.,
via profiling of the performance of the various processes
mentioned above. Such quantification needs to be drawn
down first. The results allow to put an extended focus on
either improving these processes or adapting them to the
context of operation. This can be particularly important in
the telecommunication industry where some of these generic
networking processes can be omitted or modified resulting in
overall improvement.

The profiling of the above functions means tracing the
processes inside the kernel. There are a several tracing tools
with different levels of observability of the underlying kernel.
In order to get a good performance profiling, the tools need
to offer high observability. This study will use the observ-
ability capability offered by the extended Berkeley Packet
Filter (eBPF) to the Linux kernel. The eBPF allows safely
executing untrusted user-defined eBPF programs inside the
kernel. These programs can be written to collect metrics and
can be attached to different points in the kernel. The possible
attachment points to collect metrics are: i) Kernel functions
with kprobes, ii) userspace functions with uprobe, iii) system
calls with seccomp, and iv) tracepoints. The high observability
feature becomes particularly important in the performance
profiling as most of the kernel processes mentioned in the
earlier paragraph are kernel functions with kprobes and/or
tracepoints as we will illustrate in the later sections.

This study gives a detailed analysis of the networking of
the recent Linux kernel version 5.4. We detail the receive
path of the network traffic/packets and state the various kernel
functions and processes applied to the network traffic/packets,
from the point it is received on the NIC hardware to the
destined application. Thereafter we profile the performance
of these functions and processes using our custom eBPF
programs that we attach to the kprobes and tracepoints of
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these functions and processes. We define performance using
the metrics frequency and time taken to execute each of the
kernel functions and processes. These metrics are collected
by our eBPF programs. We collect the metrics at different
network bandwidths whilst the CPU is operating at full load.
Lastly, this study presents the performance profiling of the
networking of the Linux kernel version 5.4 and recommen-
dation on processes that can be improved or omitted in the
context of the telecommunication industry applications like,
Firewalls etc.

The following section gives a detailed analysis and models
the receive path of the Linux kernel networking based on
the study and reference of the Linux source code. There-
after Section III introduces eBPF tracing and the different
attachment points used in this study. The next is Section IV,
which describes the set-up for collecting the metrics, i.e.,
traffic generation and the System Under Test (SUT). Section
V then presents and discusses the collected performance
profile. Lastly, Section VI gives recommendations and offers
conclusions on the study.

II. RELATED WORKS

Performance profiling of the Linux kernel has been an
ongoing methodology for understanding the Linux kernel for
years. This methodology has been enabled by the various
tracing tools that were developed over the years, which
including SystemTap [2], top, iostat and vmstat [3] among
many other tools. On top of these tools, the profiling can also
be derived from reading and monitoring the statistics collected
into system files by the kernel. For example, reading and
monitoring the /proc/interrupts can help us see how the
number and rate of hardware interrupts change as packets ar-
rive. However, these tools generally have limited observability
of the Linux kernel. They cannot trace some parts of the Linux
kernel, limiting the effectiveness of the performance profiling
methodology. In addition, Linux will process a fair number of
packets in the context of whatever is running in the CPU when
Software Interrupt Request (SoftIRQ) is handled. Therefore,
in most cases, system accounting will attribute those CPU
cycles to the process that was running at that moment. For
example, fop can report that a process is using 99+% CPU
while maybe 60% of that time is spent process packets. Only
when there is more work for New API (NAPI) and the work
is deferred to another SoftIRQ cycle that the system becomes
more transparent and processes the packets under the context
of SoftIRQ [4].

The authors in [5] describe the networking receive path
of the Linux kernel version 2.6. The NIC and Device Driver
Processing are modelled as a token bucket algorithm and the
rest modelled as queuing processes. The authors look at the
key factors that affect Linux systems’ network performance
correlating it to the models. During this process, the tracing
is limited to the number of used packet descriptors and the
transmit and receive rates of the system. Limited information
is provided regarding the performance of the various functions
and processes identified during the analysis of the networking
receive path of the Linux kernel.
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Another study by Joe Damato [6] considers the receive path
of the Linux kernel version 3.13.0 and Intel’s igh network
driver. In addition to giving a detailed description of the
functions and processes that occur as a packet transvers
through the receive path, the author states the system files
that can be monitored for performance profiling. Although the
author provides more observability of the Linux kernel than
the previous study, the observability can still be improved.
Additionally, the author only gives a description and does not
present any results.

In this study, we analyse the Linux kernel version 5.4 and
Intel’s i40e network driver. We use the eBPF programs for
tracing, which we attach to the Kernel functions’ kprobes
and tracepoints to collect metrics for performance profiling.
The eBPF programs can be attached to monitor most kernel
functions (through kprobes and tracepoints) hence allow for
better observability as compared to other tools and methods
mentioned earlier. Additionally, because we author these
eBPF programs, we control the metrics we collect, and how
we collect them. There are various ways of writing the eBPF
programs [7]. Another important attribute is that by using
eBPF programs, we can obtain the time that has been spent
on a particular packet processing function and that we do not
need to rely on the context the CPU is running under. From the
eBPF programs, we can also tell in which program’s context
the packet processing is occurring.

In this study, we make use of bpftrace to write our eBPF
programs. Bpftrace was created by Alastair Robertson. It
uses LLVM [8] as a backend to compile scripts to BPF-
bytecode and makes use of BPF Compiler Collection (BCC)
for interacting with the Linux BPF system, as well as existing
Linux tracing capabilities: kprobes, uprobes, and tracepoints
[7]. We use bpftrace because it makes writing eBPF tracing
programs easier and is well suited for short scripts and ad-hoc
investigations [7]. These benefits fit the scope of our work.

IIT. LINUX NETWORKING STACK

The Linux networking stack on packet ingress carries the
packet through various functions in order to deliver it to the
destination application. This process can generally be dived
into three parts:

o Packet is read from the NIC and put into kernel buffers
for further processing (NIC and Device Driver Process-
ing).

e The packet goes through protocol processing and is
delivered to the destination socket (Packet Protocol Pro-
cessing).

o The application listening on the destination socket re-
ceives the packet (Application Processing).

During these processes, the packets are applied to different
functions defined across the networking stack, which either
drop the packet or continue with processing. Fig 1 depicts
the network stack, from packet arriving on the NIC and being
delivered to the destination socket being read by the intended
application. These processes are described in detail in the
following subsections.
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Fig. 1: Linux Networking Subsystem: Packet Receiving Process [5], from receiving by network interface card (NIC) to passing
the received data to Network Application, via various stages in the kernel. DMA stands for direct memory access. Softlrq
stands for soft interrupt request. SOCK RVC denotes socket receive. SYS_CALL points to system call(s).

A. NIC and Device Driver Processing

This is the initial part of the network stack for processing
network packets. The network packets are received by the
NIC and transferred into kernel buffer network data structure
(struct sk_puff) for further processing up the network stack.
The process is managed and controlled by the NIC and device
driver. Packets are first transferred from the NIC using Direct
Memory Access (DMA) into a DMA-able region on the
Random Access Memory (RAM). The memory region for
receiving the packets is a ring, rx_ring, divided into buffers,
rx_buffer, referenced by packet descriptors. The rx_ring is
allocated D buffers and the respective packet descriptors of
each buffer, J, where the received packets are transferred to.
The number of packet descriptors, D, is a design parameter of
the NIC and driver. To be able to receive packets, the packet
descriptors should be in a ready state, meaning they should be
initialised and pre-allocated. When a packet is received (rx),
it is transferred into the packet descriptors with a ready state,
and if none of the packet descriptors are in ready state, the
packet is dropped. Once in the rx_buffer, the packet is copied
across to the sk_buff in the kernel. The packet descriptors are
refilled as the used rx_puffer is read during NAPI poll and
prepared for reuse/recycle. Therefore, the packets are dropped
when rx_buffer are not cleaned out timely.

The process described above is triggered by a hardware
Interrupt Request (IRQ), raised to let the system know that
there is a packet in the rx_ring. The IRQ is processed by
an interrupt handler which does minimal work and leaves the
rest of the packet reception to a SoftIRQ handler.

Hardware interrupts tend to be expensive in terms of central
processing unit (CPU) usage. The NAPI was designed to miti-
gate this by allowing the driver to go into polling mode instead
of being hardware interrupted on every packet. The interrupt is
only raised when NAPI [9] needs bootstrap, i.e., when it’s not
enabled. In this case, napi_schedule is called, which wakes
up the NAPI subsystem to read packets from DMA’d memory
region. During this step, further IRQ is disabled to allow
the NAPI subsystem to process packets without interruption
from the device. The NAPI function napi_schedule then
raises a SOftIRQ (NET_RrRx_sorTIrQ), which run the registered
SoftIRQ handler (net_rx_action) to poll the packets using
the device driver’s NAPI poll function. Before finally copying
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the packets into sk_buff, early packet processing functions
can be applied to the packet using eXpress Data Path (XDP).
These are user-defined dynamically loaded hook functions.

To detail the above process, we look at the source
code for the device driver from intel i40e. The IRQ
is handled by the function i40e_intr shown in Listing
I. The function handles the different types of interrupts
(Legacy/MSI/MSI-X) and ultimately enables NAPI using the
function napi_schedule_irqgoff an alias for napi_schedule

as can be seen in Listing 2. The handler and the NAPI
do minimal work and triggers SoftlRQ to do the heavy
lifting as shown in Listing 2. The triggered SoftIRQ then
runs the handler function net_rx_action, which uses NAPI
to read packets. If the network packets are not exhausted,
another SoftIRQ is raised. The effective poll function called
by net_rx_action 1S i40e_napi_poll and is defined by the
device driver shown in Listing 3. This function, as shown,
reads the packets from the rx_ring and ensures that the
budget (i.e., the number of packets read in a single poll) is not
exceeded. From the code, we can see that the packets can be
polled using zero copy (i40e_clean_rx_irq_zc), allowing for
early actions to be performed on the packet without copying
it into sk_buff. Alternatively, early actions can be performed
on the packet after copying it into the kernel.

When zero copy is enabled, the driver runs the XDP
hook function(s) without copying the packets to an xdp_buff.
XDP functions can return four types of responses, XDP_PASS,
XDP_DROP, XDP_TX, XDP_REDIRECT, XDP_ABORTED. As shown in
the Listing 5, the sk_buff is only created when the XDP re-
turns xpP_PAsSs, saving packet processing time and overheads
for certain packets. Once that is done, the napi_gro_receive

function is called to perform Generic Receive Offloading
(GRO). If zero copy is not enabled in (please refer to Listing
6), the driver starts by creating and copying the packet to an
xdp_buff. It then runs the XDP function and, depending on
the response, it can either create a sk_buff (build/construct)
or continue to the next packet in the rx_ring. When the
XDP action is xpp_pass, after creating the sk_buff, the
napi_gro_receive function is called to perform GRO. This
polling process is repeated until either the budget has been
finished or there are no more packets. When the polling
process is done, napi_complete_done is called, which passes
that packet for protocol processing as detailed in the next
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Fig. 2: Linux Receive Packet Processing Flow, with details around bufferisation and related functions NIC refers to the network
interface card. DMA stands for direct memory access. SoftIRQ stands for soft interrupt request.

subsection. This packet flow, along with the packet flow
processing described in the next subsection, is depicted in
Figure 2.

B. Packet Protocol Processing

This processing follows after the packet has been copied
into the sk_buff. The network packets in the sk_puff are
delivered to packet taps devices or the protocol layer before
queuing the packet data to a socket sock. This packet protocol
processing can be initiated by SoftIRQ when interrupts, IRQ,
are enabled through the function netif_ receive_skb (see
Listing 8). It can also be initiated when napi_po11 completes
through napi_complete_done (see Listing 7). The first case
happens when the scheduler has preempted the NAPI poll
function has been preempted by the scheduler before passing
all the packets (sk_buff) up the networking stack. During this
process, for each IP packet that is dequeued from the rx_ring.

The steps start by checking if Receive Packet Steering
(RPS) is enabled and enqueues the sk_buff on another CPU
where RPS is enabled. We will focus on the case when
RPS is not enabled. In this case, if the system is having a
generic XDP function(s) defined, the XDP hook functions
are applied to the packet, and the packet is either dropped
or continued up the stack, depending on the action returned
by the XDP function. The XDP functions here run after
the packets have been copied and to sk_butf. Thereafter, if
required, the packet is delivered to the tap device. Following
this, if coNFIG_NET_INGRESS is enabled, Linux traffic control
(TC) classification and actions are applied to the packet. This
function can be defined using eBPF or Linux tc command.
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Right after, netfilter ingress functions are applied to the
packet as well. If the packets are not dropped by TC or
netfilter, the packet is delivered to the protocol layer by calling
deliver_skb. This process is shown by the extracted code
shown in Listing 8.

The protocol functions to call depend on the packet type.
In our case, we will consider IP protocol, which is thereby
called by deliver_skb through pt_recv->func, which calls
ip_rcv. The Listing 9 shows the processing functions for
the IP protocol. The function ip_rcv_core does the heavy
lifting, in processing and is called from within the ip_rcv
entry function. The receive function is ended with a call to
ip_rcv_finish, which is executed through a Netfilter hook
function. If netfilter doesn’t drop the packet, the process
continues in ip_rcv_finish. This continues the processing,
depending on the destination of the packet. If the packet’s
destination is the local system, dst_entry calls the ip
_local_deliver function, which calls the network transport
function depending on the type of the packet. Like earlier, this
function is called from a Netfilter hook (NF_roo0K); therefore,
it’s only called if the packet is not dropped by Netfilter. The
register network transport functions can be seen from the
Listing 10.

We will consider the UDP transport protocol. As shown
from the Listing 10, the handler function for UDP is udp_rcv

and it relies on __udp4_1ib_rcv to do the heavy lift-
ing. The Listing 11 with function _ udp4_1ib_rcv shows
that is the destination socket was predetermined the packet
is delivered to that socket; otherwise, the destination
socket is looked up first. The process subsequently calls
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udp_queue_rcv_one_skb Which first applies socket level eBPF
program through sk_filter_trim cap. If the socket level
eBPF called in __udp_queue_rcv_skb doesn’t drop the packet,
__skb_gueue_tail is called, which will put the packet on the
receiving socket. The processing listening on the socket is
then notified that the packet is now available.

IV. EXPERIMENT SET UP

In order to collect our results, we set up two servers,
Server 1 and Server 2, on the same subnet, both running
Linux kernel version 5.4. Server 1 serves as our System Under
Test (SUT) and Server 2 serves as our traffic generator. We
generate the traffic using IPerf [10]. As mentioned earlier in
Section II, Linux processes packets in the context of whatever
program is in the CPU when IRQ is handled. We use two
different approaches to this problem. First, we use of eBPF
programs, which provide better observability, by monitoring
specific packet processing functions. Second, we infer the
networking overhead using openssl speed, which is a well-
known workload that reports how much CPU access it gets.
We pin the openssl speed to a particular CPU, and we use
NIC traffic steering to send all traffic from IPerf to the CPU
running openssl speed. Additionally, in our eBPF programs,
we also collect metrics for the CPU that openssl speed is
pinned on. The CPU will be same CPU IPerf packets are
being processed on. We collect context switching overhead
which we measure across all CPUs.

In our eBPF programs, we collect the following metrics:

« total packet poll time: this is the amount of time spent
getting the packets from the rx_ring to an skb_buff.
This is measured from the time net_rx_action is called
to poll packets, to when napi_complete_done is called,
which is called when the budget has finished or there are
no more packets.

o skb-ip prep time: this is the time taken to prepare the
skb_buff created earlier for processing to the IP proto-
col. This is measured from when napi_complete_done
is called to when netif_receive_skb is invoked.

o total IP processing time this is the time taken to
apply IP protocol-based functions to the skb_puf £/packet
plus the time taken to execute functions that decide
where the packets are to be delivered. Just before the
process starts, the following hooks can be applied in
the following order: i) generic XDP, ii) tc, iii) net-
filter ingress. When the hooks functions are defined,
the time the take to execute affects the total IP pro-
cessing time. The textbftotal IP processing time is
recorded from when netif_receive_skb is called to
when ip_local_deliver is invoked.

« total total IP to transport protocol time protocol time:
this the time taken from the moment the packet is set to
be delivered locally until the transport protocol to use
has been established. In our experiment, this is from the
instance ip_local_deliver was called, to when udp_rcv
has been invoked.

« total ip processing: is the sum of the times above.
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« cs time: this is the total amount of time taken processing
context switching across all the CPUs

o total packet processing time: this is the CPU time
that has been from the openss! speed due to packet
processing. This includes both the receive and transmit
path of the networking.

We assume and approximate the receive and transmit path
to be asynchronous. We then verify the results from the eBPF
programs (first approach) with the results inferred from the
openssl speed (second approach). The first approach gives
the CPU time taken by the receive path processes. The is
reported by total IP processing. The second approach gives
the CPU time taken by both the receive and transmit path
processes. This is reported by (total packet processing time).
Therefore, the total IP processing CPU time reported by the
eBPF programs should be approximately half of the CPU time
reported by openssl speed, total packet processing time.

V. RESULTS AND DISCUSSION

We run our experiment as described in the earlier section.
The summary results from the experiment can be shown in
Figure 3. From the results in Figure 3, we can see that the
processing of IP packets to their respective transport protocol,
UDP in this case, takes the most time. This is an example
of a packet processing that can be omitted for certain use
cases in the core network. For example, consider NF like
firewalls which can be deployed in core network. These NF
(applications) may not require a continued session as they
block the initial packets of a TCP or UDP session and
therefore can do without this part.
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Fig. 3: Linux networking performance profile

Another observation is the total packet poll time goes
down as the bandwidth increases. This may be because, under
high bandwidth, most packets are processed in a single NAPI
poll as part of the same budget. Therefore, the NAPI poll
function is not called many times. This means that the virtual
deployments should be on a path with a network bandwidth
above a certain amount, in this case, 800 Mbits per second.

The total IP processing time and the total IP to transport
protocol time increase linearly with the increase in network
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bandwidth. This observation can be used to approximate
the CPU time of those processes under different network
bandwidth, enabling better VNF deployment decisions as well
as hardware resources provisioning decisions.

An additional observation that does not show up in Figure
3 explicitly is how context switching overhead increases as
the bandwidth increases. We show these results in Figure 4.
The context switching can be seen to take a lower overhead.
However, since it increases linearly, context switching can, at
a certain bandwidth, account for a significant part of the CPU
cost of networking in the Linux kernel.
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Fig. 4: Linux networking context switching

VI. CONCLUSION

In this study, we considered the migration to virtual
network function in the telecommunication industry, i.e.,
deploying NF on virtualised platforms, using the Linux
kernel. However, virtualisation degrades the performance of
the resultant network functions. We considered the need to
maintain or improve the virtual deployments’ performance
to serve the growing traffic. To address this need, we at-
tempt to quantify the performance degradations in various
parts of the networking of the Linux kernel. We adopted
performance profiling, reading and understanding the source
code. Related works that used performance profiling, have
had limited visibility/observability of the underlying functions
and processes of the Linux networking. In our study, we used
eBPF programs that we attach to Kernel function kprobes or
tracepoints. We write these programs to collect metrics, which
we then use for performance profiling. We also make use of
inferred performance profiling, where we run a user program
and compare its CPU time before and after network traffic.
We then use these results to verify the results obtained from
our eBPF programs.

Based on our results, we identify processes that take the
most time and the processes that can be omitted or modified
in the context of the telecommunication industry. In our future
work, we plan to attempt to model performance profiling
mathematically to approximate the CPU time of networking at
different loads across different parts of the Linux networking.
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Abstract—Traditional compute clusters are very expensive,
require a lot of power and take up a lot of space, and as
such are only available to large research groups and industry.
Clusters consisting of single-board computers, however, are more
affordable for smaller companies and even individuals to own.

Using the Parallella single-board computer option, this re-
search seeks to ascertain to what extent a cluster comprising
these single-board computers can be useful for high-performance
computing. For the cluster, four Parallella nodes were set up
with relevant frameworks and libraries, while a Raspberry Pi
controller node, external to the cluster, was set up to perform
supporting functions for the cluster including DHCP, NFS and
NAT. For benchmarking, a sequential matrix multiplication
program was adapted to use Open MPI, and this was executed
on the cluster, with a slightly different version run on a single
Epiphany node and also an i-5 Intel processor for comparison.
The results showed a 1.5x to 2.5x speedup on the 4-node cluster
relative to the single-node, but the standard modern CPU had
a 4x speedup relative to the cluster.

Index Terms—High performance computing, Clusters

I. INTRODUCTION

Traditional computer clusters, consisting of a number of
computers connected in parallel such that they act as a single
computing resource, are widely used because they come at
a much lower cost than a single computer of comparable
performance. Using a cluster also removes the reliance on a
single computing resource. These clusters are extremely use-
ful for parallelisable workflows such as weather forecasting.
However, as traditional computer clusters are very expensive,
require a lot of power and take up a lot of space, they are
available only to large research groups and industry.

Single-board computers, a functionally complete computer
built onto a single circuit board, can be used as an alternative
to traditional computers and come at a significantly cheaper
cost and power draw. Clusters consisting of these single-board
computers are more affordable for smaller companies and
even individuals to own.

Using the alternative Parallella single-board computer
(SBC) option discussed above, this research set out to ascer-
tain to what extent a cluster comprising these single-board
computers can be useful for high-performance computing.
Specifically, the following sub-objectives were considered:

e to determine whether four Parallella boards could be
combined to form a small computer cluster,

o to find a suitable software framework for the Parallella
cluster,
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« to ascertain the capabilities of the cluster by running HPC
benchmarks, and
e to ascertain the limitations of the cluster.

The rest of this paper includes a section on related work as
well as two background sections covering high performance
computing in general and the specifications of the Parallella.
Section 5 introduces the methodology and design overview of
the cluster, Section 6 takes a more detailed look at the imple-
mentation of this, and Section 7 introduces the benchmarks
that were run and discusses the results of these. Finally, in
Section 8, the research is summarised and a breakdown of
the extent to which the objectives were achieved is given.

II. RELATED WORK

There have been many different projects in which Rasp-
berry Pis have been used. One such project, by Coutier et
al. [1], was a cluster consisting of 24 Raspberry Pi 2 nodes
which were designed to research the detailed per-node power
measurement. This cluster was capable of over 15 GFLOPs
of performance. Another project, by Cox et al. [2], involved
setting up a cluster consisting of 64 Raspberry Pis (original
variant). The purpose of this cluster, dubbed Iridis-Pi, was
for implementing educational applications to teach high per-
formance computing and data handling for complex problems.
This cluster was able to deliver a peak performance of 1.14
GFLOPS with its memory capacity limiting the addressable
problem size.

Richie et al. [3] explored the use of MPI for programming
a single Parallella node and tested the bandwidth and perfor-
mance of the Epiphany architecture using several benchmarks,
including matrix multiplication and a 2D FFT. Their results
showed that the Parallella node achieved 33% and 13% of
the theoretical peak, respectively, whilst executing these two
benchmarks. The authors in [4] compared two SBC clusters
to assist in password cracking. The first cluster consisting
of an 8-node (i.e. 128-core) Parallella SBC was shown to
outperform the second cluster, consisting of 32 Raspberry Pi
2 (4-core) processors, while cracking 5000 commonly used
weak passwords. Both clusters were able to outperform a
quad-core Intel i7 CPU.

III. HIGH PERFORMANCE COMPUTING

High performance computing (HPC) is a term that is used
to refer to the computing environment in which “supercom-
puters and computer clusters [are utilised] to address complex
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computational requirements, support applications [that have]
significant processing time requirements, or require process-
ing of significant amounts of data” [5, p. 37].

Traditional HPC systems come in the form of specialised
supercomputers that utilise multiprocessors and custom mem-
ory architectures which have been heavily optimised for nu-
merical calculations [5]. To receive the performance benefits
of supercomputers, special parallel programming techniques
must be used. Although traditional supercomputers are ex-
tremely powerful, they come at a great expense in the form
of the initial purchase price, hardware maintenance costs and
operational costs (electricity) and therefore, over the years
the popularity of cluster computers has grown. These cluster
computers are far more flexible because they can consist of
many average consumer-grade computers while still reaching
very high levels of performance, parallelism and scalability.
Determining the effectiveness of these systems is not simple.
Many factors may affect this, including the application for
which it will be used, the specific algorithm, the scale of the
problem, the specific high- or low-level language used to im-
plement the program and how it is implemented, the depth and
effectiveness of the optimisations done by the developer of the
specific program as well as by the compiler itself, the specific
operating system used, the architecture of the computer and
the hardware characteristics of the computing resource [6].
Benchmarks seek to simplify matters by providing metrics
that give an idea of how well the system performs, though
careful consideration must be given as to which benchmarks
to use for them to be effective in determining the best system
for a particular use [7]. The results of a benchmark, however,
should not be treated as a measure of the total performance of
a system (unless considerable analysis has shown a correlation
of the benchmark to the workload of interest), but rather as a
reference point for further evaluations.

IV. PARALLELLA

The Parallella is an SBC equipped with a 32-bit Zyng-
77010 dual-core ARM A9 processor that handles all basic
operations, 1 Gb of DDR3 RAM, gigabit Ethernet and, most
importantly, a 16-core Epiphany Co-processor [8]. The co-
processor has an efficient general-purpose instruction set and
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excels in compute-intensive applications. The co-processor’s
memory space is mapped into the Zynq (host processor)
memory space. This allows for data and resources to be shared
between the CPUs via this shared memory. The co-processor
consists of 16 superscalar floating-point RISC CPUs, known
as eCores, with peak theoretical performance of 2 GFLOPS
each [9].

V. METHODOLOGY & DESIGN OVERVIEW

The cluster consists of four Parallella nodes with a separate
Raspberry Pi controller node that fulfils services required by
the cluster itself. The physical setup of the cluster, as seen in
Figure 1, includes:

o Conductive spacers used to stack the nodes on top of one
another for portability and power delivery.

« A non-conductive mat for the cluster to rest atop (nec-
essary because of the conductive spacers used to power
it).

e A switch to provide a communication route among the
nodes and between the nodes and the Pi.

e 2 x 140mm case fans in a push-pull configuration (one
fan is pushing air onto the cluster and one is pulling it
away) for greater cooling.

o A desktop power supply used, in conjunction with the
conductive spacers, to power the cluster and the fans.

o A Raspberry Pi 3 B+ used to perform various services
needed by the cluster.

o Four Parallella worker nodes.

The conductive spacers and modified Molex cable used to
power the cluster were completed by Kruger [10].

A. Controller Node

The Raspberry Pi fulfils the following primary services
required by the cluster: dynamic host configuration protocol
(DHCP), network file system (NFS), and network address
translation (NAT). DHCP is used to provide IP addresses to
the nodes so that they may communicate with one another and
the Raspberry Pi. NFS is used to provide a shared directory
through which the Pi and nodes can all access the same files
and will be used by Open MPI to send the exact same copy
of code to each of the nodes. NAT is used to provide Internet
access to the Parallellas (via the Raspberry Pi’s onboard
wifi) whilst still allowing them to exist on their own closed
network through the switch they are connected to. Internet
speed and access are of secondary importance to the cluster’s
function (as it is only used to download various packages
and frameworks, after which it is not needed), and thus it is
not detrimental to use NAT on the Pi to provide the cluster
with access to the Internet. The provision of these services is
discussed in greater detail in Section VI.

B. Worker Nodes

The Parallella nodes were installed with an OS called
Parabuntu [11]. This OS is based on Ubuntu 15.04 and is the
stable version of Parabuntu. Parabuntu was chosen because of
its integrated support with the Parallella through the Epiphany
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SDK (ESDK) which comes pre-installed alongside other
useful libraries and frameworks such as COPRTHR, and Open
MPI [9]. The nodes also had to be able to remotely access
one another and had to be remotely accessible from another
device (the Pi) as they are not equipped with any video output.
Besides this and some other basic system software, the nodes
were also set up as NFS clients so that they could access the
shared storage created by the Pi.

The cluster made use of frameworks & libraries to paral-
lelise its programs; this was done at the cluster-level (whereby
the workload and data are split equally among the nodes)
and node-level (whereby the workload given to each node
is split further through the use of the Parallella’s Epiphany
co-processor). For cluster-level parallelisation, Open MPI, an
MPI implementation, was used due to its popularity and thus
widespread support for it which is particularly important due
to the relatively poor software support and documentation for
the Parallellas. For node-level parallelisation, the Epiphany
SDK (included with Parabuntu), was used in to allow the
offloading of work onto the Epiphany’s cores. In conjunction
with the base Epiphany SDK, the Epiphany Bulk-synchronous
parallel (EBSP) library can be used which allows the BSP
model to be used with the Epiphany [12].

VI. SOFTWARE CONFIGURATION
A. Setup of the Controller Node

Since the Raspberry Pi would be running multiple servers,
a static IP for its Ethernet interface (eth0) had to be set up.
To achieve this, the netplan configuration file (/etc/netplan/50-
cloud-init.yaml) was edited to disable DHCP for eth0 and to
set up the static IP to which the Raspberry Pi will receive on
boot up.

To set up the DHCP server, dhcpd was installed. This
daemon reads the /etc/dhcp/dhcpd.conf config file on startup
and uses the IP pool given in that file to automatically
provide IP addresses on the selected interface (in this case the
/etc/default/isc-dhcp-server config file was edited to provide
DHCP services only on the eth0 interface). The dhcpd.conf
file was edited to provide IP addresses in the range of
10.0.1.120 to 10.0.1.150, but was also later set up to provide
fixed addresses (outside of the regular DHCP range) to each
of the Parallella nodes as this made it easier to work with the
cluster and allowed for entries to be made into the /etc/hosts
file which can be used to translate hostnames or domain names
provided into IP addresses (such as using the hostname nodel
instead of the IP address of that node).

To set up the NAT service, the Pi was first connected to
the internet through its onboard wifi using the /etc/netplan/50-
cloud-init.yaml file which allows takes in various details
about the network(s) you are connecting to and uses that to
automatically connect to the wireless network(s) specified in
the file). Next the /etc/sysctl.conf file was edited to allowing
the forwarding of IpV4 packets and the Iptables package was
downloaded to dictate how the packets are filtered. Next,
several Iptables commands were used to forward any traffic
received from the Parallella nodes on the eth0 interface to the
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wlan0 interface and to direct traffic intended for Parallella
nodes from the wilan0 to the ethO interface.

To set up the NFS server, the nfs-kernel-server package was
installed and the /etc/exports file was edited to allow access
to the folder to be shared to the nodes and the details and
permission they would have. All nodes were given read/write
access that is synchronised (nodes have to take turns when
accessing files within the shared folder).

B. Setup of the worker nodes

To remotely access the Parallella nodes, secure shell (SSH)
was set up. This allows for the remote execution of commands
on the nodes. For ease-of-use passwordless SSH was set up
through the use of public/private keys which uses a known
public key to encrypt the connection and a secret private key
to decrypt on the other end. The key pair is generated through
the use of the following command, run on the device that will
be remotely accessing the Pi:
ssh-keygen -t rsa and then the keys are copied to the
remote server (in this case the Pi) using the command:
ssh—-copy—-id parallella@node<l to 4>
Thereafter, the same is done for the root user. Doing this
allows any node to access any other node in the cluster (which
is useful for OpenMPI).

To enable access to the shared files on the NFS server, the
nfs-common package was downloaded. Next, the
showmount -e nfs-server
command was run on a Parallella node to check that the export
list for the NFS server was set up correctly. After confirming
that the export list is correct, the /etc/fstab file was edited to
allow the NFS folder to automatically mount on boot:
10.0.1.100:/shared /shared nfs auto 0 0

VII. BENCHMARKING & RESULTS

Preliminary cluster test results are given in this section.

A. NetPIPE

Network Protocol Independent Performance Evaluator
(NetPIPE) is a package that makes use of varying sized
messages to obtain a measure of the performance of a network
[13]. It does this by sending increasingly larger messages
between two processes within a system or between two
nodes across a network. For small messages, the overhead
involved in setting up the communication is greater than the
latency involved in sending the message (thus the transmission
of small messages is latency bound). For larger messages,
the overhead in setting up the communication becomes an
insignificant factor and the transmission of the message be-
comes limited by the bandwidth available (the bandwidth
available is determined by the PCI bus, network card link,
or network switch depending on the method used to send the
message). NetPIPE can be used to test a variety of systems
including Open MPI and the transmission control protocol
(TCP).
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NetPIPE can be used to test a variety of systems including
Open MPI and TCP. NetPIPE TCP tests the network intercon-
nect speeds by sending messages between two nodes on the
network. One node is set up to be a receiver and another is
set up to be a transmitter. The transmitter then makes use of
TCP to send varying sized messages (as mentioned above) to
the receiver. This process is repeated numerous times to get a
good measure of the network bandwidth available. In the case
of the Parallella cluster, the maximum bandwidth available is
100 Mbps due to limitations in the Ethernet switch used.

NetPIPE Open MPI makes use of the Open MPI interface
to send messages between two specified nodes or processes
again with messages of varying sizes. This test, which was
used to determine whether Open MPI had been configured
correctly, was run by invoking the following command:
mpirun —--hostfile machinefile -np 2
NPopenmpi
In this case, machinefile contained the IP address
of two nodes only. For smaller messages, it is expected
that smaller transmission rates will be attained due to the
overhead involved in sending messages via Open MPI. Larger
messages, on the other hand, are bound by the interface
being used (in this case transmissions cannot exceed 100
Mbps).

B. Matrix Multiplication Benchmark

A basic matrix multiplication example program (also re-
ferred to as Matmul), using the EBSP library, was adapted to
give a measure of the performance of the cluster. The original
example program was included with the EBSP library files
[12]. This program takes as input two square matrices, A &
B, with dimensions Rows x Columns and performs the dot
product, the result of which is stored in the output matrix, C.

At its base, the host program consists of setting up various
data streams, necessary because the matrices used are too
large for the local memory of the Epiphany. These data
streams make use of the much larger (and much slower)
external memory [14]. A downstream contains data that
is needed by an eCore. In the case of this program, the A
and B matrices were first split up into 16 times 16 smaller
blocks and then the streams for A & B were filled with the
data from this smaller blocks of the A & B matrices. These
streams are used to copy the data onto the eCores.

There are various mechanisms and arguments that can be
used to optimise this dataflow, such as the double_buffer
argument, which makes use of the DMA channels available
on the Parallella to process two streams simultaneously.
This process, however, takes up twice as much memory as
when processing the streams sequentially. On the host, an
upstream was also created, which allows the results that
are calculated on the eCores to be sent back to the host on
the Parallella.

1) Adapting the example program: The first change made
to the original example code was to create a build script
to compile the program on the actual cluster. This build
script was created by adapting a build script from a Parallella
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example program. Secondly, a basic run script that called
the compiled version was created (this was found to be
particularly useful at a later stage once the Open MPI calls had
been made). Next, numerous changes to the code were needed
to make it suitable to benchmark the cluster. Firstly, a timer
was added to get some measure of the cluster’s performance
versus a single node’s performance. This was implemented
using the Sys/time library.

To get the program running with Open MPI, it first had to
be altered to work with non-square matrices. In the original
program, the data that was split up and sent off to the eCores
was N x N dimensional data. Originally it was intended to
adjust the underlying logic to work with NV x M dimensional
matrices, but due to time constraints, this was not possible.
Instead, the program was altered such that the initial A and B
matrices were of N x M and M x N dimensions, respectively,
with the resultant C matrix having dimensions N x N. This
meant that when the data is split up by Open MPI, both A
and B will be of M x M dimensions and thus will be square
matrices that will have no issue working with the underlying
logic.

First, the basic Open MPI commands, such as MPI_Init
and MPI_Comm_rank were added to the code. Next matrix
A was split up using the MPI_Scatter function which takes as
parameters the array to be scattered, how many elements to
scatter and another array to store said elements. The elements
of matrix A are then scattered row-wise such that each node
ends up with a quarter of the rows of A (where the first node
has the first quarter and the last node has the last quarter). A
copy of matrix B was sent to all the nodes as each portion
of matrix A will require the entirety of matrix B, and thus
to calculate a full partial solution on a node, a portion of
matrix A and the entirety of matrix B are needed. Matrix B
was copied using the MPI_Bcast function which utilises the
head node to send an exact copy of the array given to all
the nodes. Finally, after the nodes had calculated the partial
C solutions, these then had to be compiled into a single C
matrix. The MPI_Gather function is essentially the inverse of
the MPI_Scatter function. It was used to gather up the partial
C matrices present on each of the nodes into a single C matrix
on the head node.

Finally, the program then performed the matrix multiplica-
tion sequentially on the head node and compared these results
with the C matrix calculated by the cluster. This was used to
confirm that the cluster was performing the calculations and
gathering the data correctly.

2) Limitations of Matmul: Ideally, the code would be
altered so that the underlying logic for the eCores works with
non-square matrices (instead of altering the program such that
it takes in non-square matrices and splits these up into square
matrices to be split up further for the with the existing code for
the eCores). This would allow for a more optimised solution
with less of a reliance on EBSP streams and thus memory
usage and communication overhead. This would also enable
the cluster to run much larger matrices, which would likely
result in a larger speedup relative to a single-node.
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TABLE I
RESULTS OF MATMUL PROGRAM EXECUTED ON A SINGLE EPIPHANY NODE, THE 4-NODE CLUSTER, AND A SINGLE CPU CORE

Matrix dimensions | Single-node time | Cluster time | Standard CPU time Speedup of cluster
(rows x columns) (s) (s) (s) relative to single-node

256 x 64 3.24766 1.2780 0.01125 2.5412

512 x 128 4.00465 1.8332 0.09500 2.1845

768 x 192 5.71325 3.1861 0.33733 1.7932

1024 x 256 8.78199 5.63615 0.81733 1.5582

1280 x 320 13.44266 9.34067 1.54567 1.4392

1344 x 336 n/a 10.48012 1.76500 n/a

1408 x 352 n/a 11.89527 2.02033 n/a

1472 x 368 n/a 13.23628 3.30752 n/a
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Fig. 2. NetPIPE benchmark results

In its current state, the program works but the speedup is
not optimal and there is a lot of communication overhead
involved (first at the cluster-level and then again at the
Epiphany-level with all the data streams).

C. Benchmark Results

1) NetPIPE Results: The results of executing NetPIPE
Open MPI and NetPIPE TCP can be seen in Figure 2. (Note
that the NetPIPE benchmark gave the throughput (in Mbps)
for many different sized messages, but the graph shows only
a few of these message sizes with the throughput attained for
that particular message.) NetPIPE TCP & Open MPI tend to
have similar throughput, with TCP usually being marginally
higher than Open MPI. These results are expected as Open
MPI, in a cluster setup, is ultimately limited by the bandwidth
of the interconnect selected, and thus will, never exceed 100
Mbps (the bandwidth limitations of this particular cluster
setup). Since both TCP and Open MPI (in a cluster setup)
make use of the network, they should return similar results.

2) Matmul Results: The results of executing the matrix
multiplication program are given in Table I and Figure 3.

To obtain these results, different matrix sizes were run
on three different platform configurations: a single Epiphany
node of the cluster (henceforth referred to as the single-node
platform), the 4-node cluster itself (henceforth referred to as
the cluster platform), and a single core of a 9th generation
Intel i5-processor (henceforth referred to as a standard CPU
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platform). The timings were obtained by averaging the results
of 5 runs per configuration. The program executed on the stan-
dard CPU was an altered version (for sequential execution)
of the Matmul program run on the cluster.

The single-node version of the program consisted of similar
code to the cluster version, albeit without the Open MPI
calls. The data was also split up on this version so that all
the eCores on the Epiphany could assist in performing the
necessary calculations, however, due to memory limitations of
the single-node, the partial results calculated on the Epiphany
were not compiled back into a complete solution to save on
memory usage. The single-node was also unable to compute
matrix sizes above (1280 x 320) due to memory limitations.

These results show a marginal speedup for the cluster
relative to a single-node. The speedup is quite small, however,
as the cluster would ultimately only see big speedups for
larger matrix sizes but due to memory limitations, the single-
node cannot compute programs with matrices larger than
1280x320. The cluster is also ultimately limited by memory
for this program since the matrix sizes are too large for the
Parallella’s shared memory, and thus the much slower main
memory (of which each node is only equipped with 1 Gb)
must be used.

For early entries in the table, the speedup of the cluster
(relative to a single-node) is quite high compared to later
entries in the table, this is due to the overhead involved
in setting up the BSP environment and the streams for the
Epiphany (the single-node version of the program requires
more streams as the entirety of the data has to be used).

The standard CPU performed matrix multiplication using
a single core and for a 1472 x 368 matrix saw a 4x speedup
relative to the cluster.

To put these results into context, the laptop consisted of
a 9th generation i5 CPU which had a base clock of 2.4
GHz (with a boost clock of 4.1 GHz) and 16 Gb of DDR4
memory running at 2667 MHz, compared to the Epiphany
co-processor running at 500 MHz (with a peak of 600 MHz)
and 1 Gb of DDR3 memory (the exact speed of this memory
is unfortunately not specified by Adapteva, but is likely to
be significantly lower than that of the laptop as it is using
the DDR3 standard). This means that a cluster would need to
consist of closer to 8 nodes to compare to that of a modern
CPU due to the communication overheads involved at the
cluster-level whereby data will be split up and sent through
the use of a parallel framework (such as Open MPI) and then
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Graph showing the execution time of Matmul on 3 different
systems
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Fig. 3. Matmul benchmark results

again the node-level, whereby data will be split up further
and sent to the Epiphany for processing. The size of the
computation also plays a part in the weaker performance of
the cluster compared with that of the CPU as shown by the
decreasing slowdown from the smallest matrix dimensions
(19x slowdown) to the largest (4x slowdown).

VIII. CONCLUSION

The research began with a review of available literature,
through which important decisions were made regarding the
methodology to be used, including which parallel frameworks
to employ. Following this, a Parallella node was set up with
an operating system and configured to run as intended (this
included changes to configuration files to allow installation
of packages, and the installation of the SSH package). This
image was then cloned to the rest of the boards, with the only
difference being the hostname of each node and a slightly
different SSH list). Next, the Raspberry Pi was set up and
configured with an NF'S and DHCP server to provide shared
file storage and IP addresses to the nodes, and NAT to provide
Internet to the cluster. Finally, the nodes were set up with
the EBSP library and a Matrix multiplication program was
adapted for use as a benchmark. The results from this program
were used to draw some conclusions on the capabilities and
limitations of the 4-node Parallella cluster.

The first objective namely, to determine whether four
Parallella boards could be combined to form a small com-
puter cluster, was achieved by connecting all the components
together and then testing that these components could talk
to each other and access the shared storage and memory.
This was tested using NetPIPE TCP which confirmed that
the nodes could communicate with one another.

The second objective of finding a suitable software frame-
work for the Parallella cluster was achieved through the
use of Open MPI and the EBSP library which allowed a
parallel benchmark to be run that showed a speedup relative
to execution on a single Epiphany node.

The third objective related to ascertaining the capabilities of
the cluster. This was not achieved as typical HPC benchmarks
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were not run due to limited time. Moreover, the cluster
consisted of only 4 nodes and thus, its performance was
nowhere near HPC-levels of performance as reiterated by
Richie et al. [3] who state: “The raw performance of currently
available Epiphany coprocessors is relatively low compared to
modern high performance CPUs and GPUs”.

The final objective to ascertain the limitations of the cluster
was, to some extent, achieved. Running the matrix multiplica-
tion benchmark showed the limitations of the shared Epiphany
memory, and the main memory in general. It also showed
the computational limitations of this small cluster which did
not measure up to the processing power of a standard CPU.
The cluster also has hardware limitations in the form of
the Epiphany co-processor which lacks hardware support for
floating-point division and other higher-complexity arithmetic.
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Abstract—The cost associated with telecommunication
infrastructure acquisition and deployment remains a primary
inhibitor to market entry by new operators who lack the
capital to deploy competitive infrastructure. This entry barrier
has resulted in the monopolisation of the telecommunication
industry by established network operators. To cope with the
growing user demands, existing operators are looking for
strategies to cost-effectively expand and improve their existing
infrastructures. Network virtualisation and technologies for
infrastructure sharing play important roles in reducing the
deployment and operational costs of future mobile networks and
fostering healthy competition in the market. The prospects of
reducing the cost of network deployment offers some flexibility
in adjusting retail prices and extending broadband access to
rural areas. This paper proposes a network sharing architecture
called cloud-based multi-operator core networks (C-MOCN),
derived from a well-known specification where the radio access
network (RAN), and spectrum, are shared among multiple
mobile network operators. The technical implementation details
of the architecture and acceptance tests conducted to ensure
strong traffic isolation are described. The test results show that
it is possible for multiple operators to co-exist on the same
RAN while ensuring strong traffic isolation and high quality
of experience for end-users.

Index Terms—Infrastructure sharing, Multi-operator core
networks (MOCN), Spectrum sharing, Isolation

I. INTRODUCTION

The telecommunications industry has a great potential of
driving the socio-economic transformation in the country. It
also plays a critical role in digitalisation. However, the current
telecommunication landscape in South Africa is largely
vertically integrated, i.e., it is dominated by few players with
their own end-to-end infrastructures. The telecommunication
infrastructure is broadly composed of a core and a radio access
network (RAN), where the former is located at the head office,
and it is typically run from specially developed hardware
servers. The RAN is the visible part of the network that is
installed on masts across the country, and finally, these are
connected by a backhaul network to the core. Each operator
in the incumbent network owns the entire network elements
from its core to RAN. This leads to inefficient usage of both
external resources (power and spectrum) and infrastructural
resources (compute, networking and storage), resulting in high
cost of deploying and running a network. By extension, this
contributes to high cost of broadband to the end-user.
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Network infrastructure sharing has been cited as a silver
bullet solution towards reducing network deployment costs
and opening up barriers to market entry for small, medium
and micro enterprises (SMMEs) [1]. This cost reduction
is achieved by allowing SMMEs to fold their operations
into a shared network infrastructure. This sharing will
potentially stimulate service-level competition (instead of
infrastructure-level competition) and innovation, resulting in a
better quality of service and lower cost of broadband services

[2].

The concept of network sharing is not entirely new.
It was introduced in the earlier generations of mobile
communication. However, its implementation has always been
confined to passive infrastructure such as site locations,
radio equipment, and masts. As such, it was never fully
explored from the technology perspective. In recent times,
the network sharing concept has and continues to find
prominence due to mobile technologies’ advancement and
evolution. It finds expression in the multi-tenancy [3]
networking paradigm, which is driven by recent and emerging
technologies such as network function virtualisation (NFV)[4]
and software-defined networking (SDN) [5]. Network sharing
is anticipated to accelerate network rollouts and open new
business opportunities for mobile virtual network operators
(MVNO), over-the-top providers (OTT) and other vertical
industry players.

This paper demonstrates a practical implementation of
a 3GPP compliant network infrastructure sharing testbed,
which we have codenamed ‘cloud-based multi-operator
network (C-MOCN)’. C-MOCN was developed using cloud
native core network functions running as microservices and
proprietary RAN. C-MOCN was developed to allow multiple
network operators (each having its own core network) to
co-exist on the same RAN by adopting both the active and
passive RAN sharing models, where multiple operators not
only share the passive radio infrastructure but also share active
radio elements such as spectrum and computing resources.

A. Contribution

To date, there have been numerous research studies directed
towards the network infrastructure sharing paradigm. Table I
summarises the contributions of the research works related
to infrastructure sharing testbed implementations found in
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TABLE I: Related Work

References

Main Contribution

Kokku et al. [6]

Proposed a remote RAN sharing solution by inserting a slice scheduling broker between the RAN
and core networks. A testbed was built using simulation.

Ksentini et al. [7]

Proposed a dynamic RAN sharing architecture design and admission control approach.
The design was implemented on an emulation platform called OpenAirInterface.

Lin et al. [8]

Proposed a transparent RAN sharing approach by inserting a "RAN proxy” which acts as a broker between
the RAN and multiple core networks. The authors also tested a scenario where multiple RAN proxies are
deployed, one between the small cell and macrocell and the other between the macrocell and core network.

Turk et al. [9]

Tested the effects of RAN sharing on a live LTE network with two sharing partners.

Markendahl et al. [10]

Carried out a techno-economic analysis of RAN network sharing for indoor deployments using femtocells
and distributed antenna systems.

Calero et al. [11]

Conducted an empirical study of the techno-economic and performance implications of sharing the RAN
infrastructure between multiple network operators.

Alaez et al.[12]

Proposed an open-source testbed design to demonstrate RAN sharing. The network components were simulated using NS-3.

the literature. However, most studies relied on emulation
and simulation tools for their testbed implementation. This
includes simulated LTE stacks such as base stations and
air interfaces which does not fully represent a real service
provider environment. Also, these works do not provide
information on the acceptance tests they conducted to ensure
strong traffic isolation between mobile network operators.
This paper describes the acceptance tests carried out on
C-MOCN to make sure that it meets the basic isolation
requirements in a typical shared network environment. The
main contributions of this paper can be summarised as
follows:

o Provides an architecture for RAN sharing leveraging
virtualization technologies

o Presents the acceptance test plan for traffic isolation in
shared RAN environment

o Highlights the benefits and beneficiaries of RAN sharing

B. Organisation

The paper is organised as follows. Section II describes
different network sharing architectures ratified by the 3rd
Generation Partnership Project (3GPP). Section III presents
the key building blocks of our C-MOCN and reveals the
implementation details. Section IV describes the acceptance
tests that we performed. Section V discusses the results from
the acceptance tests. Finally, Section VI concludes the paper
and provides future research direction.

II. NETWORK SHARING ARCHITECTURES

3GPP has ratified and defined two architectures with
varying degrees of sharing, namely the multi-operator core
networks (MOCN) and multi-operator RAN (MORAN). The
MOCN architecture enables a mobile network operator to
provide services to its subscribers as one of the multiple
operators that share both the radio carriers and passive radio
equipment, while the core network remains proprietary to
each operator. With MORAN, only the passive elements of
the RAN, except for the radio carries, are shared between
multiple operators. A prerequisite when entering into the
MORAN contract is for each operator to have acquired
a dedicated spectrum license, making MORAN resource
inefficient. MOCN brings incremental benefits over MORAN
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in that it offers mobile operators the opportunity to pool
and share their spectrum allocations for better utilisation of
resources and improved trunking efficiency. For both these
sharing approaches, mobile operators can decide whether
or not to share the backhaul connecting to their respective
core networks. Table II summarizes the differences between
MOCN and MORAN architectures.

TABLE 1II: A comparison summary between MORAN and
MOCN

Component MORAN MOCN
Civil works Shared Shared
Frequency spectrum Independent Shared
Network operations and Independent Shared
management
Core Network Independent Independent
RAN equipment Shared Shared
Backhaul Shared or Independent Shared or
Independent
Feature deployment
(e.g. transmission power Independent Shared
cell range, interference)

III. C-MOCN DESIGN AND IMPLEMENTATION

C-MOCN (as depicted by Figure 1) constitutes four main
components, namely, the user equipment (UE), the RAN, the
backhaul and core networks. The design and implementation
details of these components are outlined in the following
sections.

1) Cloud Platform: Our testbed uses OpenStack to host
virtualised network functions of the core networks. OpenStack
is an open-source cloud computing platform used to build
and manage public and private clouds. Our OpenStack
deployment was designed to handle core cloud-computing
services such as compute, networking, storage, identity, image
and orchestration services. The hardware specification of the
commercial off the shelf (COTS) servers used to deploy
OpenStack is as follows: 1008.3GB RAM, 10TB storage, and
208 virtual CPUs.

2) Core Networks: To study the multi-operator core
network (MOCN) architecture, two multi-vendor virtual
core networks were deployed. These core networks are
cloud-native solutions designed using microservices for each
network function. Both these core networks were deployed
on top of OpenStack virtual machines. The first core network
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is from Cumucore, and supports 5G non-standalone (NSA)
mode. The second core network is open-source and is from
Fraunhofer and supports 4G (LTE) functionality. The virtual
machines were each allocated 2GB RAM, 2 virtual CPUs
and 60GB storage. To maintain isolation between the mobile
operators, there was no interconnection between the two core
networks. The network functions of each core network were
configured to communicate with each other over localhost.
The packet gateway network function of each core network
was configured to connect to the local internet service
provider with DHCP and NAT enabled. The use of virtualised
core networks has the potential to create unprecedented
business cases in that instead of operators being locked to
vendors, they can utilize open-source solutions which run
on commodity hardware, offering operators an opportunity
to add new features on-demand and decrease time-to-market
new services.

3) RAN: The RAN was deployed using a real Flexi
Zone Indoor LTE pico cell from Nokia, operating in the
1800Hz (indoor R&D license) band. The base station supports
a maximum of 840 active users with a coverage of 200
meters. The base station was commisioned using the BTS
element manager from Nokia [13]. The configured base
station parameters included tracking area codes (TAC), public
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land mobile network (PLMN) identities, application addresses
(user planes, control planes and management planes for each
operator), NTP servers, routing, transport networks and so
forth.

4) User Equipment(UE): For the UE, two Android
smartphones from Samsung were used. Each smartphone was
equipped with a programmable USIM card from Sysmocom.
The USIMs were programmed with subscriber and
authentication information. The carrier-specific configuration
(such as the PLMN and access point name (APN)) were also
added to each UE.

5) Backhaul Network: An Ethernet backhaul connection
was used to connect the base station and the core network.

6) Isolation: Network traffic for each operator is
segregated from the radio access network all the way to the
backhaul. Further, unique network settings of each mobile
network operator ensure that unintended network access by
a subscriber of one operator to another is not possible.
These unique settings include PLMN identities, authentication
keys and operator-encrypted codes provisioned in the home
subscriber servers (HSS). Our testbed capitalizes on the
power of VLANSs to segregate traffic of each mobile network
operator. In order to integrate the two core networks to the
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shared base station, two virtual LAN (VLAN) interfaces were
created on the virtual machines running the core networks and
on the base station’s backhaul interfaces.

IV. ACCEPTANCE TEST PLAN

Considering the need for traffic isolation, the VLAN
technique is applied to separate traffic (both control and user
traffic) between the core networks. This means that each
core network can only register users connected to the VLAN
interface that have the same shared type of VLAN (same
VLAN ID). To achieve this, two different acceptance tests
were executed to validate the VLAN isolation mechanism.
This section describes the acceptance tests conducted and the
expected outcomes. The admission control procedure is also
outlined.

A. Test Case 1: vEPC isolation

In this setup, each mobile network operator activates its
own core network services using different virtual machines
hosted on a cloud platform. This test case is used to
demonstrate that each network operator uses their own mobile
core network. Therefore, when the core network is shutdown,
all subscribers associated with it must fail to connect.

1) Test procedure:

o Start-up only one mobile core network belonging to
network operator A.

o Use UEA (subscriber belonging to network operator A)
to establish a connection to the network.
Expected results: Connection should succeed.

o Use UEB to establish a connection to the network.
Expected results: Connection should fail.

o Start up mobile core network belonging to network
operator B and attach UEB.
Expected output:Connection should succeed.
Note: Repeating the above setup using mobile core
network B should give the same results.

B. Test Case 2: Isolation on the backhaul

The C-MOCN only has one backhaul from within the core.
This test is used to demonstrate that there is a strong isolation
of packets from one network to the next.

1) Test procedure:

o Attach UEA and UEB. Expected results successful
connection to the respective networks.

o Generate traffic from UEA.

o Connect network packet sniffers (Wireshark or tcpdump)
on VLAN of network B on the interface connecting
the core network to the backhaul. Expected results no
packets of UEA should be visible.

o Connect network packet sniffers (Wireshark or tcpdump)
on VLAN of network A on the interface connecting the
core network to the backhaul. Expected results only
packets of UEA should be visible.

Note: Repeating the above setup using network B should
yield the same results.
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C. Admission Control

The target of the admission control procedure is to register
the UE to its home network and for the UE to be able to
send and receive data to and from the packet data network
(PDN). The admission control procedure (see Figure 2) for
C-MOCN in 4G mode is as follows: first the UE is initially in
deregistered state, meaning it is not connected to the network.
The UE sends a radio resource channel (RRC) connection
request to the base station on random access channel (RACH)
to establish a signalling radio bearer. After succesful creation
of the radio bearer, the UE then sends an initial UE message,
containing an attach request and PDN connectivity request,
subscription information (such as the IMSI), and security
information to the MME via the base station. In order to
send the connection request to the correct MME, the base
station checks its PLMN, and VLAN application address
configurations and make sure the configuration matches the
values embedded in the attach request. The communication
between the MME and base station is using sl application
(S1-AP) protocol. Upon receipt of the connection request, the
MME uses Diameter transport protocol (over s6a interface)
to forward the connection request to the HSS. The HSS then
checks if the UE has been provisioned in its database. If the
UE exists, then the connection request is accepted and a bearer
(tunnel) between the UE and MME is created. At this stage,
the UE is now connected to the network and its status changes
to registered. Once registered, the UE can start consuming
broadband services. If the HSS could not authenticate the UE
on its database, then the connection request is rejected.

V. RESULTS

This section discusses the results observed after executing
the test cases described in section IV. The subnet mask details
of each operator are as follows: mobile operator A is allocated
a subnet mask of 11.0.0.0/24, whereas mobile operator B’s
allocation is 12.0.0.0/24. The IP address of the configured
VLAN interface on the virtual machine running operator A’s
core network is 11.0.0.111, and the corresponding VLAN
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interface on the base station is assigned an IP address
of 11.0.0.11. Similarly, operator B’s core network and its
corresponding base station VLAN interface are assigned
12.0.0.112 and 12.0.0.12 respectively. As shown in Figure 3
and Figure 4, C-MOCN passed the isolation on the backhaul
test (see section IV-B). The UE attach requests are only visible
to the operators each UE is subscribed to and not to others.

On execution of Test Case 1 (section IV-A), the base station
could not attach to operator B’s core network resulting in an
SCTP ABORT message from the core network. Subsequently,
UE B could not connect to the network and remained in a
deregistered state. As expected, the PCAP logs on Operator
B’s core network (see Figure 5) did not include any packets
from UE B. This validated the strong isolation levels in
C-MOCN.

In order to evaluate the end-user quality of experience
(QoE) on C-MOCN, we performed video streaming, web
browsing and voice over IP (VoIP) tests and compared
the test results with the QoE delivered by commercial
networks. The test results indicated no visible performance
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differences. However, it is noteworthy that C-MOCN was
deployed in a semi-sterile indoor environment with direct
line of communication, and negligible interferences in the air
interface. Thus, different results may be observed under a fair
benchmarking environment.
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Speed tests were also conducted to measure the upload and
download speeds of each sharing mobile network operator.
The tests were carried out using the an LTE speed test
application called SpeedTest [14]. The speed tests were
performed in parallel. The results are as shown in Figure 6).
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Both core networks produced the same download speed and
almost the same upload speeds.

VI. CONCLUSION

This paper demonstrated the paradigm of network
infrastructure sharing (including spectrum sharing) by
building a prototype based on MOCN architecture. There
is a general consensus that infrastructure sharing presents
the possibility of reducing the cost of network acquisition,
deployment and operation which is likely to stimulate
small and medium businesses penetration to the telecoms
business market and foster a healthy competition. Our paper
presents the emperical validation of the network sharing
architecture leveraging virtualization technologies in core
network deployment and traffic isolation. The performance
evaluation of the sharing architecture was also conducted
based on quality of experience. The beneficiaries of the results
of our work include small operators, incumbent operators,
regulatory bodies who can use this work as evidence of
the technical feasibility of infrastructure sharing to unlock
cost savings and to improve broadband penetration rates in
developing countries that are still plaqued by the digital
divide.

Our work primarily employed VLANS as a traffic isolation
mechanism.The VLAN-based sharing mechanism is still
highly vendor-dependent and lacks transparency in terms of
QoS management and allocation between sharing partners.
In future we plan to extend our testbed with an open RAN
capability running on commercial off the shelf hardware to
build a full-fledged multi-RAN virtualised solution.
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Abstract— Smart grid is a combination of technologies that
emerged in response to the rapid changes in the way humans
generate, transfer, distribute and use energy. An important
characteristic of smart grid is its improved reliability, enabled by
better use of grid knowledge and the distribution of grid
intelligence. Currently, utilities face new challenges in developing
networks that can meet more stringent communication
requirements while limiting cost and complexity. This study
proposes a new software-based networking platform, based on
Industrial Internet of Things (110T) technology, which aims to
improve smart grid reliability by enabling more reliability-
centred smart grid systems and by reacting immediately to
communication problems while using real-time monitoring
techniques. Using the principles of Software Defined Networking
(SDN), Network Functions Virtualisation (NFV) and Machine-to-
Machine Communication (M2M), this design aims to provide a
more flexible and affordable approach to developing and
maintaining large-scale grid communication networks while
offering several features that improve grid reliability and
performance. By using a topology based on a model of a real city
distribution grid, this architecture was implemented in an
emulated network environment. Results from the experimental
evaluation show that these networks are easy to set up, maintain
and scale using virtual machines. Furthermore, the results show
that these networks can automatically detect and recover from
several types of simulated communication failures without
affecting smart grid operations. The results also demonstrate
their capability to reduce network congestion. From these results,
we conclude that software-based networking can offer promising
design alternatives for smart distribution grids, capable of
improving the grid’s overall reliability.

Keywords— Internet of Things, Smart Grids, Software
Defined Systems, Machine-to-Machine.

I. INTRODUCTION

In the past decade, electricity supply disruptions have
inconvenienced the daily lives of people around the world.
Many of these disruptions can be attributed to failures in
electricity grid infrastructure and there is thus a need to make
the current grid more reliable, efficient, and secure. By using a
two-way flow of electricity and information to create an
automated, widely distributed energy delivery network, the
next-generation power grid, i.e., the smart grid, aims to
achieve these goals [1]. The system-wide intelligence that
characterises smart grid is only feasible if the information
exchange among its various functional units is expedient,
reliable, and dependable. A communication network that is
fast, reliable, and secure is therefore one of the keys enabling
technologies of a smart grid. However, the current
communication capabilities of existing electric power grids are
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limited and because the world is currently still in a transitional
phase of shifting to smart grids, since research on the
communication architectures that will support various
automated and intelligent grid management systems is still in
its early stages. Furthermore, although the energy industry has
shown great interest in smart grid, its adoption by utilities has
been slower than anticipated. This is especially true for nations
with developing economies that do not have access to
resources for major grid improvements [2]. Besides the
regulation, standardisation, socio-economic and economic
challenges utilities face with implementing smart grids, there
are also various technical challenges that are awaiting
solutions [3].

Reliable communication is one of the problem areas
identified for further research into communication
architectures for smart grid [4]. For a network to be
considered reliable it must ensure that each message reaches
its destination correctly and timely, thus minimising the
probability of system faults occurring in the grid. Some smart
grid applications make use of messages that have critical
timing requirements, which means the communication
network reliability should be evaluated under strict timing
constraints. Communication problems can be reduced, but
they can never be eliminated. Reliable smart grid
communication networks must therefore also limit the impact
communication faults have on the whole power system by
restoring dysfunctional components to their normal working
status without delay, thereby improving communication
resilience.  Unfortunately, due to the associated
unpredictability, the cost, as well as the complexity associated
with developing large-scale electricity distribution networks
that rely on the use of advanced communication hardware
infrastructure, it may be very difficult for network architects to
provide the required assurances that their network designs will
meet these requirements.

Using a model of a real city distribution grid as reference,
the main objective of this work is to design and implement a
communication network platform based on SDN, NFV and
M2M that can potentially improve a distribution grid’s
reliability. In particular, the following research questions will
be explored: What would the key requirements and design
considerations be for a software-based communication
network that aims to improve the reliability of a distribution
grid? Can software-based networking principles be used to
design a platform, hosted on a desktop or laptop computer,
that can streamline the set up and evaluation of smart grid
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communication network designs for distribution grids? Will an
implemented software-based communication network be able
to support and enable a reliable smart grid application, i.e., an
Enterprise Asset Management (EAM) application that relies
on automated batch data acquisition functions? Can network
functions and services implemented in this network reduce the
probability of communication failures as well as
communication delays, and finally, can these functions be
automated to reduce the overall network repair time?

The rest of this paper is structured as follows: Section 2 will
explore the requirements for reliable data communication in
smart grids. Section 3 will consider existing approaches to
improving smart grid communication reliability, focussing on
work that has been done in terms of Internet of Things (IoT)
based approaches. This will be followed by a description of
the proposed architecture section 4. Section 5 will describe the
implementation of the proposed architecture in an emulated
network platform along with the tests that were performed to
evaluate this network’s reliability. Section 6 will offer an
evaluation of the test results. This paper will be concluded in
section 7 with answers to our research questions as well as a
discussion of further work.

Il. REQUIREMENTS FOR RELIABLE SMART GRID
COMMUNICATION

Because most of the systems in a smart grid depend on
automated and intelligent grid management systems, the
reliable flow of power will in many cases depend on the
reliable flow of information. For example, consider a power
supply disruption detected by a sensor in a transmission
substation that triggers a failover signal to another substation
in a distribution grid, which will allow it to switch over to
local solar photovoltaic (PV) plants. A damaged fibre-optic
cable in the communication network may prevent this failover
signal from reaching the other substation, thus leading to a
supply disruption. Furthermore, if a malfunctioning network
switch delays the transfer of grid status information, it may
delay operators from manually intervening to correct the fault
or cause them to manually switch over supply to
underperforming PV plants. This could extend the duration of

Designing smart distribution grids with functions that
improve communication reliability to meet these requirements
is therefore vital to improving the overall reliability of the
power grid. To design reliable smart grid communication
networks, three important communication requirements need
to be considered. These requirements are summarised in
Table 2.

TABLE Il
SUMMARY OF REQUIREMENTS FOR RELIABLE SMART GRID COMMUNICATION.

Requirements

Contributing
Factors

Related Smart Grid
Obijectives

Reduce the
probability of
lost messages

Link and node
failures; source
and destination
unavailability; and
network isolation

Increase the probability of
meeting communication
service requirements that
will ensure grid functions
are executed successfully

Reduce the Underperforming | Increase the probability of
probability of and overloaded meeting communication
delayed network devices service requirements that
messages will ensure grid functions
are executed on time
Reduced the Delays in time to Shorten recovery times to
mean time to detect, locate, reduce the probability of
repair network | analyse, repair extended periods of
problems communication failures and delays, thereby

issues

reducing the probability of

failed or delayed grid
functions

I11. EXISTING SOLUTIONS

Inspired by successes in the telecommunications and
information technology sectors, more studies are focussing on
solving the problem of developing IoT based communication
network architectures that can meet the stringent requirements
of various smart grid systems. A recent survey provides an
overview of several SDN based smart grid communication
(SDN-SG) architectures that have been proposed and
implemented [6]. Other studies that have made noteworthy
contributions to this work are listed in Table 3.

TABLE 11l
EXISTING SOLUTIONS THAT CONTRIBUTED TO THIS WORK.

h I isruntions even further. The f h h Solutions Contributions _ _
;eiwzl:ﬁs y nge?j upEOO Sacio%molij;t: Varii)usaCtsntm?: tgﬁg [7] Dorsch Proposed an architecture that combines the
.. . ) etal., 2016 benefits of reactive and proactive Fast Failover
applications and devices that depend on different message Recovery (FFR) for smart grids using SDN.
types, adds another layer of complexity to their design. In the gy Offers a model that supports the benefits of NFV
distribution domain, the IEC 61850 standard has been W|d6|y Niedermeier | for smart grid applications in large-scale
adopted for substation communications and stipulates the | etal., 2016 | distributed networks.
typical design considerations for networks carrying different | [9] Nafi et Offers a reference topology for SDN-based smart
messages [5]. Table 1 summarises these considerations. al., 2018 grid Neighbourhood Area Networks (NANs) as
well as insight into the number of controllers and
TABLE | switches needed for a NAN in a residential area.
COMMUNICATION NETWORK CONSIDERATIONS FOR DIFFERENT MESSAGE -
TYPES USED FOR SUBSTATION COMMUNICATION [5]. [10] Sydney !Demonstrate_d the flexibility and speedy
etal., 2014 implementation of SDN based FFR and load
Message Type End-to-end Message Size balancing functions in a real-world, geographically
Latency distributed platform called GENI.
Fast messages <3ms-100ms | 1 bit [11] Guo Proposed an architecture that buffers, schedules,
Medium speed messages | <100 ms 1 bit -16 bits etal., 2016 | and aggregates data using SDN to support big-data
Low speed messages <500 ms 16 bits — 1024 acquisition in smart grids.
bits [12] Meloni | Proposed an architecture with virtual grid devices
Raw data messages <3ms-10ms 12 bits — 18 bits etal., 2016 and virtual application entities that can aggregate
File transfer functions > 1000 ms 512 bits — 200 and schedule data for transfer as a service.
kilobits
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[13] Molina | Proposed an architecture with SDN applications to
et al., 2015 monitor and control smart grid networks that use
non-SDN protocols. Implemented the network on
a single computer using Mininet [14].
[15] Proposed an architecture that uses virtualisation
Jararweh et | and Software Defined Systems (SD-Sys) to
al., 2017 provide functions and services in the network
edge.
V. PROPOSED DESIGN

Considering the architectures and models described by
other researchers along with their potential benefits and
shortcomings, a smart grid communication architecture that
aimed to improve the reliability of smart distribution grids was
proposed in this work. This architecture is presented in Fig. 1
in terms of the four smart grid zones that are most relevant to
the distribution domain [16]. Note that, although this
architecture is designed with the electricity distribution
domain in mind, it may also be adapted for use in other smart
grid domains.
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Applications Applications PP
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_ ’ Gateways I | SDN Controller | = 2
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- iy |5
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= " " Distribution Grid k=]
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o
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Figure 1: Architecture of the proposed system

A. Architecture

From the bottom up, the process zone represents the
distribution grid infrastructure that supports the electricity
distribution processes. This includes electricity infrastructure,
machines, and buildings. In distribution grids, this layer will
describe the distribution substations and other distribution
field equipment. The sensors and actuators connected to the
distribution infrastructure are also included in the process
zone. Next, these sensors and actuators are connected to
devices in the field zone. In most cases, these connections are
physical copper connections that transfer electrical signals.
The field zone will contain the devices that transform these
signals into data for transfer using the distribution grid’s
communication networks. Smart grid devices in this grid zone
of a distribution grid may include stand-alone computers,
laptops, mobile devices and in many cases, devices that are
integrated directly with the grid infrastructure as part of a
“smart” unit. Devices located in and around substations will be
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equipped with hardware for data processing, storage, and
communication. Many of the functions performed by these
devices can be virtualised, which is why Network Functions
Virtualisation Infrastructure (NFVI) and Virtual Machines
(VMs) are included in the field zone of this architecture. The
devices in the field zone will communicate among themselves
and with elements in the station zone using internal substation
networks and NANSs, Extended Area Networks (EANSs) and
Field Area Networks (FANSs). The communication nodes in
these networks, i.e., the network switches, are contained in the
station zone. By implication, the devices in higher tier
substations and other facilities acting as NFVI for virtual
switches and SDN controllers will become the distribution
grid edge network’s “hot spots”. The NFVI in the station zone
will connect the distribution grid’s field components to the
grid’s Metropolitan Area Networks (MANSs) or Wide Area
Networks (WANs) by providing interfaces to the grid’s
backhaul networks. The NFVI in the station zone will also
include instances of M2M Internetworking Proxy Entities
(IPEs) that act as interfaces for non-M2M devices, and in
some cases M2M Gateways that provide edge networks
service needed at specific points in the distribution grid. The
operation zone contains the NFVI that hosts the domain level
SDN switches and controllers for the distribution grid’s core
communication networks. VMs hosted on this NFVI also
contain the M2M Backend services. The distribution grid’s
smart grid applications, network management applications and
M2M management applications are also located in the
operation zone with interfaces to the relevant NFVI and VMs.
This includes the SDN applications for network monitoring
and automated network control functions. The NFV
Management and Orchestration (MANO) also operates in the
operation zone, where it manages the provisioning, updating,
resourcing and termination of all VMs on available NFVI in
the network.

B. Network Design

Using this architecture, a design for a software-based
communication network that aimed to improve the reliability
of a section of the City of Cape Town’s distribution grid was
developed. The architecture of this proposed design is shown
in Fig. 2.
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Figure 2: Example of how a software defined communication network design
can be implemented in an electricity distribution grid
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For this design, a substation computer was placed in each
primary and main substation to act as the station and field
zone NFVI. These substation computers function as the
network “hot-spots” for the distribution grid devices near
them, offering network connectivity via the SDN switches that
they will host as VMs. Each substation also has at least one
substation device that will have direct interfaces to sensors that
collect data about the grid infrastructure. The primary
substations in the distribution grid are the main network
interfaces for devices in smaller secondary substations, mini-
substations and other distribution grid field infrastructure that
do not have their own substation computers. In addition to
hosting an SDN switch, the primary substation computers also
host M2M IPE services that transform all data received from
the distribution grid devices to a common data model used by
M2M data acquisition services. The IPE also manages the
low-level data aggregation and storage of received sensor data.

The substation computers located in the main substations
host the M2M Gateway services, which provide another level
of data aggregation in the edge networks, along with other
network service functions. Distribution grid SDN controllers
are also hosted on these main substation computers to provide
edge network control in the NANSs. Servers located in the
distribution grid’s control centre serve as the NFVI in the
operation zone. These servers host VMs for the domain SDN
controllers and the Backend M2M services, which will be the
central repository for the acquired grid data. Running
alongside these VMs will be the smart grid applications
themselves that will access this stored data when needed.
Applications that manage the distribution grid devices and
remote storage also run on these servers, along with the NFV
MANO that provision the required VMs and manage their
resources. Most important for managing the functions that aim
to improve the distribution grid’s communication reliability
will be the network management applications that also run on
these servers.

Included in this design are network functions that
automatically discover the entire network topology and update
the topology information when the network configuration
changes. These functions also ensure that the shortest routing
paths are maintained for each discovered network switch.
Applications that support automatic FFR and traffic
scheduling with flow aggregation are also included, with the
potential to add more network functions that support
communication reliability at a later stage. FFR functions are
the main recovery mechanism for communication link and
node failures. Automated traffic scheduling functions are
implemented as M2M services and configured to support
automated failover to back-up devices to manage destination
device unavailability. Lastly, applications that support real-
time network monitoring and run-time network control are
included in the design, with a graphical user interface (GUI)
that provides an easy-to-use presentation of network
information to users. Real-time network monitoring and
control functions play a crucial role in improving the
communication reliability for functions that cannot be
automated. These applications will provide users with live
monitoring metrics of the global network status and that can
be recorded for historical trends analysis.

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021

V. IMPLEMENTATION

To evaluate the proposed design, a virtual network was
implemented using a network emulation system called Mininet
[14], hosted on a single desktop computer. The scope of this
implementation was limited to two main substations and 13
primary substations, each connected to 13 sensors interfacing
with a smart substation device and a substation computer. It
also included a control centre server. The network topology
therefore consisted of 15 virtual network switches connected
to NAN in the network edge, with two interfaces to a backhaul
network in a MAN. The network was controlled by three
virtual SDN controllers. Network functions for FFR,
automated SDN controller failover, automated host failover,
data buffering and traffic scheduling were implemented using
SDN application interfaces and M2M services. The ONOS
Tutorial VM Version 1.15.0 [17] was chosen for this testbed
because it came preconfigured with Mininet, ONOS SDN
controllers and various other applications needed for creating
virtual SDN networks. A high-level architecture of the
implemented testbed is shown in Fig. 3.

Substation M2M AT o
Simulations Services PP
Virtual Hosts Emulated Network | gpy contrgllers

(with SDN Switches)
Implementation VM (with Linux)
Desktop PC (with Virtualbox 6.0)

Figure 3: Implementation testbed architecture

A. Substation Simulations and M2M Service Platforms

Using the OpenMTC IPE-sensors demo application
examples [18] as a reference, Python programs were
developed to function as simulations that generate data from
smart grid devices connected to substation sensors. The
programs were also implemented to acquire data by
functioning as M2M service platforms. The procedures
executed by these programs are shown in Figs. 4-5.
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Figure 4: Algorithm for substation data generation and data acquisition using
a Machine-to-Machine gateway service
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Figure 5: Algorithm for data acquisition using a Machine-to-Machine
backend service

Python programs were also developed to offer M2M
functions for data storage and organisation, data transfer using
FTP communication, traffic scheduling and automated
failovers to back-up devices. To observe the effects of
communication issues on these simulations acting as running
smart grid applications, these programs were configured with
status logging messages that informed users of each function
the program executed and alerted them to any problems with
the execution of these functions. The communication was
monitored using the ONOS GUI [19] and the Wireshark [20]
network packet analyser.

B. Network reliability tests

Next, a series of tests were conducted to evaluate the
reliability of the implemented network. These tests focused on
answering the following two questions: Could the
implemented  software-based  network  provide the
communication functions and services needed to support a
reliability focussed EAM system? Would the network
functions and M2M services implemented in this design
improve the communication reliability of the modelled
distribution grid when subjected to various communication
problems? These tests therefore focussed on the ability of
these network functions and services to support the
uninterrupted operation of a reliability focussed smart grid
application, while reducing the probability of communication
failures and communication delays and reducing the mean
time to repair any communication problems. The network
functions that were tested included fast failover recovery,
automated SDN controller failover, automated host failover, as
well as data buffering and traffic scheduling. To test these
network functions, the network was subjected to a series of
failure simulations from which it had to recover automatically
without interrupting a data acquisition process. The points of
simulated failures introduced in the network during testing are
illustrated by the red bolts in Fig. 6.
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Figure 6: Simulated failure points in the implemented network
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VI.VERIFICATION

The Fast Failover Recovery functions were tested first by
disabling network links and nodes in the NAN. Within
milliseconds, the network functions detected these failures and
diverted traffic to alternative flow paths without interrupting
the executing EAM functions and without any data loss. The
automated SDN controller failover functions also caused no
data loss or interruptions after a controller failure was
simulated by disabling it. The functions again detected the
failure, and reassigned mastership of the impacted switches to
backup controllers until the failed controller was automatically
restarted. When one of the Gateway hosts was disconnected
from the network during data acquisition, the M2M service
platforms ensured that data transfers from impacted IPE hosts
were rerouted to a backup Gateway host. This ensured that the
EAM functions were not interrupted and that none of the
captured data was lost. However, each switchover to a backup
Gateway introduced a slight delay in the data transfer step.
Automated data buffering functions were tested by
disconnecting a substation from the NAN and by
disconnecting the NAN from the MAN respectively. After a
substation was disconnected, the generated data was buffered
on an IPE host using text files. The buffered data then
automatically transferred to a Gateway host as soon as a
connection was re-established. Similarly, the Gateway host
showed that it could buffer data intended for the Backend host
until the connection to the MAN was re-established. The data
buffering functions allowed the EAM functions to continue
without interruption or data loss, but delays in data transfers
were observed each time the network connections were re-
established. These delays were attributed to network
congestion caused by the reconnecting hosts attempting to
clear their buffer backlogs.

Lastly, traffic scheduling functions that aimed to overcome
these sorts of congestion problems were tested by overloading
network resources with large file transfers. The Round-Trip-
Latency (RTL) of ping messages that were sent across the
congested network before and after the traffic scheduling
functions activated, were then measured to observe the
effectiveness of these network functions. The result was that
the amount of network traffic reduced substantially each time
the scheduling service activated, resulting in improved RTL
for the ping messages. The measured RTL for ping messages
before and after the traffic scheduling service activation was
plotted in the graph shown in Fig. 7.
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Figure 7: Improvement in round trip latency due to traffic scheduling

VII. CONCLUSIONS

This research aimed to determine if software-based
communication networks could offer a means to improve the
reliability of smart grids in the distribution domain. Based on
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the results obtained, it can be concluded that communication
networks based on the loT frameworks of SDN, NFV and
M2M indeed have the potential to improve the overall
reliability of a distribution grid. These results show that this
improvement in grid reliability can be achieved by using
network functions to reduce the probability of communication
failures and communication delays, while minimising
communication fault restoration time. The results also show
that software-based networks can better enable communication
dependent smart grid functions, such as the functions required
by EAM systems by providing specific communication
services, e.g. data management. This work therefore supports
the benefits that software-based networking architectures can
offer smart grid designers. It also demonstrates new
opportunities to integrate customised network applications into
network designs. This adds a new degree of flexibility to the
network, which may help to overcome various challenges,
especially those utilities faced with limitations posed by
supplier specific solutions and technologies. Furthermore, this
work demonstrated how a software-based communication
network, based on a model of a real city’s distribution grid can
be implemented and evaluated on a single desktop or laptop
computer using a network emulation system. These virtual
networks can be created in a matter of minutes and allow for
the simulation of network problems that can offer valuable
information that will assist network designers with improving
their designs. This is a major benefit over conventional
hardware-based networking approaches, which may take days,
weeks or even months to set up and evaluate. The ability to
monitor and control these networks with a decoupled control
plane is also favourable over conventional on-site network
maintenance. Although not implemented in this work, related
literature supports the fact that the VMs used in these network
emulation systems can also be deployed in existing distributed
infrastructure. Overall, the opportunities demonstrated by this
research to improve a distribution grid’s reliability and
streamline its development may offer utilities a means to
develop better electricity distribution grids that are also more
economically viable to implement. These benefits will likely
encourage the uptake of smart grid by utilities and promote the
use of technologies that can integrate with smart grid networks
to grid users. In the long term, this may also result in better
uptake of more cost effective and energy efficient technologies
that may help to reduce the world’s carbon footprint.

Further research may consider the use of this architecture
for the improvement of ICT security in smart distribution grids
as well as the enablement of other smart grid systems beyond
EAM. There is also potential to expand this design to include
other communication networks in the distribution domain or
even other smart grid domains. Finally, to better understand
the implications of implementing the proposed architecture in
a distributed environment, future research should consider
implementation in a distributed testbed environment and
potentially a real world implementation, as part of a case
study.
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Abstract—The goal of computer vision is to provide computers
with the perceptual capability to process and understand visual
data and is achieved by synthesizing information from raw videos
and images. Humans are among the most frequently analysed
subjects of computer vision because activity recognition and pose
identification are applicable in various critical industries. This
study examines a novel data augmentation technique that can aid
in the machine-learned interpretation of the human form for
improved pose recognition by superimposing joint markers on
humans detected in video footage. The joint locations are derived
from a pose estimator and are supplemented with additional
information through the use of colour. The keypoint colour
augmentations are applied based on either a radial or ringed
colour wheel, which is notionally intended to encode spatial
information based on the position of the joint. An improvement
in classification accuracy of up to 11 percentage points over a
baseline model was achieved when applied to a pose dataset and
classified using a convolutional neural network. Furthermore,
different augmentation schemes were found to favour the
recognition of certain poses over others. These augmentation
schemes can be diversely applied in human activity recognition
and tailored to foster improved accuracy for pose-dependent
classification tasks.

Keywords—Convolutional neural network, Data augmentation,
Image classification, Pose estimation, Pose recognition.

I. INTRODUCTION

Automated human activity and human pose recognition are
among the technologies used to assist and cooperate with
humans in meaningful ways. Human-orientated machinery and
assistive technology systems often apply person recognition to
enable systems that involve patient monitoring and health
evaluation [1], human-computer interfacing [2], smart home
technology [3], and limb and recovery rehabilitation therapy
[4]. These systems operate by acquiring situational awareness
through scene understanding based on the presence and actions
of humans in the immediate environment [5]. Depending on
the nature of the task, these systems often need to operate in
real-time. Video-based human activity recognition (HAR) is
one such application that is frequently relied upon for time-
critical tasks, especially in healthcare monitoring. A HAR
solution operates by learning the routine activities of daily life
to recognise any abnormal behaviour, like a person falling
down. An event of this kind should ideally be met with
immediate assistance to the victim.

Page 168

HAR achieves scene understanding by synthesising
information in video footage [5]. To date, attempts to identify
visual cues have relied on body shape analysis, where
deformations in the silhouette of a person are measured to infer
a specific action or movement. This involves monitoring
changes in the proportions of a projected bounding box drawn
around the individual. Alternatively, contemporary model-
based approaches obtain cues by encoding a human pose as a
compact feature vector which maintains a measure of
similarity with a database of known poses, thus allowing for
comparative distance measurements when estimating new pose
instances [5]. Preserving pose similarity makes it possible for
known poses to be easily recognised and unknown poses to be
readily estimated. Similarly, modern machine learning
methods maintain pose similarity by mapping an abstracted
feature space to a common class label as is the case for a
Convolutional Neural Network (CNN).

This paper investigates the use of data augmentation in pose
recognition to compose a favourable feature encoding that a
machine-learned classifier can leverage for improved
classification accuracy. The augmentation techniques embed
spatial information into each input instance and consequently
encourage class similarity among similar poses. This approach
entails identifying individuals in an incoming video feed and
plotting a skeletal mapping of keypoints across their
approximated silhouette. The keypoints are assigned colours
based on their position, thereby supplementing the visual
information available to the classifier. These descriptors can be
leveraged during feature extraction and thereby enhance the
discriminative cues for pose recognition within the CNN
feature space.

Two colour wheel configurations are proposed for the
positional assignment of each keypoint colour, namely a radial
and a ringed structure, which are presented in Section IV. The
distinct colour arrangement of each wheel helps to encode cues
for silhouette deformation (ringed) and orientation changes
(radial). The fixed position of keypoints on the colour wheel
results in identical poses expressing a similar range of keypoint
colours. Ultimately, this approach allows a pose classifier the
freedom to selectively learn which visual cues are salient
features that best describe a pose based on either the isolated
human silhouette or the colour-encoded keypoints.
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The remainder of this paper is organised as follows. Section
Il provides an overview of advances in pose estimation and
recognition and how colour has been discovered to be a salient
feature in image classification. Insight into how a CNN
functions and performs image recognition is presented in
Section Ill. Section IV contains details on the experimental
design, the dataset, the colour-based augmentation techniques,
and the structure of the implemented CNN. The evaluations
performed on each keypoint colour encoding are summarised
in Section V, whereafter the study is concluded in Section VI.

Il. RELATED WORK
Different approaches exist for human pose estimation which

is decided by the choice of sensors and the intended application.

The kinematic configuration, or pose, of the human body is
often only approximated given the complexity of its
articulation within 3D space [5]. Simplifying the human form
to an abstract shape or a set of keypoints in 2D space makes for
a practical approach to estimating a pose. This is because a 2D
representation is subject to a reduced search space and is the
result of forgoing contextual and spatial information that
would otherwise be captured in 3D imaging [5].

Pons-Moll and Rosenhahn [6] identified a selection of
keypoints to model a 3D representation of the human body.
Their approach relied on depth sensors and the complex
coordination of multiple cameras aligned to observe the same
scene. This 3D abstraction allowed for an accurate
representation of a pose as it relates to the real-world
configuration of the human body. However, accurately
modelling the human form in 3D affords a greater degree of
freedom in permissible poses and consequently more
opportunity for possible errors. Additionally, optimising such
a representation to adapt to incoming instances for pose
estimation is computationally expensive. For these reasons, a
simplistic 2D representation is often preferred given its
realistic potential for real-time applications, albeit at the
expense of 3D information that would otherwise support
greater accuracy. Therein lies the motivation of this study: to
experimentally enhance a 2D pose representation with a pose-
sensitive descriptor that can mimic forfeited 3D information.
Colour is a prime candidate for this type of enhancement given
recent insights into the functionality of CNNs and how colour
has been discovered to be a valuable feature in image
classification.

A recent study showcases how adept CNNs are in
processing colour. Buhrmester et al. [7] examined the effects
of colour omission when classifying images from multiple
datasets. The significance of colour-dependency among
samples was most prominently expressed in an image dataset
of different terrains that depict desert, forest, snow, and urban
scenery. Samples from the desert and snow classes were
among the most dependent on colour information, likely due to
the similarity in their appearance. Their identical landscapes
prompted the classifier to learn characteristic hues of warm or
cool colours as distinguishing features between them.
Interestingly, the urban category was least affected by the
omission of colour, suggesting that perhaps colours varied too
often among its samples and thus learnt characteristic objects
and shapes within the cityscapes as cues for that class. These
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findings suggest that CNNs learn adaptively based on the most
discriminate features of each class, including colour. This
study capitalises on this insight by introducing colour-based
keypoint mappings that act as cues in the classification of
human poses. These mappings are based on a fixed geometrical
shape that simulates 3D spatial information regarding
variations in the orientation and shape deformation of the
human body.

111. CONVOLUTIONAL NEURAL NETWORK

A CNN is a multi-layer neural network that effectively
learns visual patterns directly from images. The initial layers
in the CNN act as a hierarchical feature extractor where a set
of learnt filters sequentially convolve across the entirety of an
image to yield a feature vector that is iteratively refined as it is
passed through each layer. This connection structure
essentially performs feature filtering on the output of each
preceding layer to help isolate salient features that suggest the
input class. The filters are adapted during training to become
sensitive to discriminative patterns and activate when a
valuable feature is detected.

Convolution is traditionally followed by a sub-sampling
layer, such as pooling, which reduces the dimensionality of the
feature vector and instils the classifier with translation
invariance. This makes the classifier robust against minor
distortions and variations for the sought features in an image
[8]. The effect is a consequence of condensing the feature
vector to contain only the most significant features that
contribute to the input’s eventual classification. Translation
invariance is advantageous for pose recognition because a
person can be positioned in any location and in various poses
within the recorded video frames.

A CNN concludes in either a single or a set of fully
connected layers that acts as a general-purpose classifier over
the extracted features. These layers learn an association
between a collection of features and its predefined class. This
association is self-elected and can be based on a concentration
of certain abstracted textures, shapes, or even colours in the
compiled feature vector [7]. For this study, adopting data
augmentation as a pre-processing step is intended to benefit the
classifier by providing it with more freedom in electing a
favourable class association. This would improve the
classification accuracy for easily confused classes such as the
sitting (on a chair) and crawling pose which are identical
except in their orientation. Given the translation invariance
inherent in a CNN, it is not sensitive to differentiating classes
based on the position or orientation of a pose. However,
encoding such positional and orientational cues using colour-
based augmentations may equip the classifier with this
capacity.

IVV. EXPERIMENTAL DESIGN

This section contains an overview on each aspect of the
experiments conducted in this study, including the dataset of
human poses, the method used for human detection and
silhouette extraction, how keypoints are identified and
augmented to encode additional information through colour,
and finally the CNN structure that facilitates pose recognition.
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A. Dataset

The dataset was obtained from Adhikari et. al [9], which
was compiled for their own fall detection experiments. It
consists of five different poses (sitting, standing, laying,
bending, crawling), which allows for the influence of colour-
based augmentations to be observed on each of these poses.
The five poses were manually labelled for each captured video
frame that was recorded using a Microsoft Kinect sensor.
Variability within the dataset was also minimised by limiting
real-world complications such as extreme occlusions, changes
in the background of the scene, and the possibility of multiple
people within a scene. However, out of frame observations
were retained, which naturally occur as an individual walks
into and out of the camera's field of view, resulting in a sixth
class free of any pose and labelled as an empty instance.

The resolution of the Kinect sensor yields frames of 640 x
480 pixels and captures both Red Green Blue (RGB) and depth
images. These were recorded from a vantage point of
approximately 2.4m above ground which is the height of the
ceiling for each room in which the recordings were made. A
total of five different participants were monitored from eight
distinct viewing angles within selected rooms. The training set
of 14,938 frames features two participants whose movements
were recorded in separate rooms. The validation set of 3,063
frames again features one of these participants but recorded
from a different viewing angle not contained within the
training set. The remaining three participants make up the test
set of 2,344 frames recorded in a room not included in either
the training or validation sets. Combining these different
angles, rooms, and participants into the dataset helps ensure
that it expresses various perspectives for all of the five poses.

B. Silhouette Extraction

The first step toward pose estimation entails detecting any
humans in the video footage using static background
subtraction. It is a simple technique that discounts the
changeless elements in a scene to identify motion and extract a
silhouetted person from the video frame. The method is
typically only applied when monitoring a controlled
environment to avoid any confusion that pets, or other moving
objects, may introduce. Adaptive background subtraction is a
similar but more advanced technique that helps counteract
irrelevant scene changes such as shifting shadows by
weighting incoming observations in a video feed more heavily
than preceding observations [10]. Using this technique, the
dataset is pre-processed to extract the silhouette of any person
present in each video frame. The original video frames in the
RGB and depth footage are depicted alongside their
background subtracted counterparts in Fig. 1 and Fig. 2,
respectively.

_Original RGB frame

N

Background subtracted frame

MR . . ;
Figure 1: Example of recorded RGB frame (left) alongside its background-
subtracted counterpart (right).
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Original depth frame Background subtracted frame

Figure 2: Example of recorded depth frame (left) alongside its background-
subtracted counterpart (right).

The information loss suffered by RGB images due to scene
variations and changes in lighting during background
subtraction is supplemented by depth images, which are robust
against these influences. Depth imaging is, however, subject to
a limited viewing range given the sensor's observable distance
(typically less than 5m for the Kinect). Both sets of images are
complementary in the information they provide and including
both in the dataset allows the pose classifier the opportunity to
utilise RGB information when depth imaging is affected by its
distance limitation. Similarly, it can rely on depth information
when RGB imaging is affected by a malformed silhouette
caused by variations in lighting and shadows.

C. Keypoint Colour-based Augmentation

OpenPose [11] is a reliable vision-based pose estimator used
to derive a set of 25 skeletal keypoints from each identified
person in the dataset. It performs this estimation using an
iteratively refined heat map of the most probable locations for
every joint of the human body. The positional likelihood of
each joint is refined by considering its relation to surrounding
joints. In the end, the pixels associated with the highest degree
of probability for their associated joint are then output as a set
of XY coordinates. These represent the keypoints that are
mapped onto the human silhouettes and assigned a colour
based on their position within a projected colour wheel. Fig. 3
illustrates the four colour wheels used to this end. In addition,
the extracted human silhouettes are used to establish a
comparable baseline dataset without keypoint mappings to
further highlight the effectiveness of this approach. Finally, the
baseline images and applied augmentations yield five separate
datasets that are comparatively evaluated in Section V.

b) Segmented radial

a) Gradient radial

¢) Gradient ringed d) Segmented ringed

Figure 3: The proposed colour wheels that are used to assign keypoint
colour based on their position within the colour wheel.
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Using the obtained OpenPose XY coordinates, the given
colour wheel is fixed to the centre of a person's torso when
assigning colours to the keypoints. Examples of this mapping
are illustrated in Figs. 4-7. The type of information encoded
through each of the colour wheels is determined by the
available spectrum of colours and the structural arrangement
of those colours. The gradient-based colour wheels in Fig. 3(a)
and Fig. 3(c) supports greater granularity that emphasizes
slight changes in a pose through the use of 360 distinct colours.
The segmented colour wheels in Fig. 3(b) and Fig. 3(d) instead
account for only six colours, helping to disregard any
insignificant movement between poses. Using less granularity
through a limited spectrum of colours helps to encourage CNN
generalisation among poses of the same class. This is best
illustrated in Fig. 4 where the projected keypoint mapping of
various standing poses will mostly express the same six colours
for the same joints across most instances. In contrast, varying
gradients of similar colours will instead be expressed in the
same set of joints when encoded using a gradient colour wheel
as demonstrated in Fig. 5.

Keypoint colour assignment  Resulting keypoint mapping

Figure 4: Positional keypoint colour assignment for a standing pose is
demonstrated on a colour wheel of low colour granularity (left) alongside
its projected mapping onto a human silhouette (right).

Keypoint colour assignment

Resulting keypoint mapping

Figure 5: Positional keypoint colour assignment for a standing pose is
demonstrated on a colour wheel of high colour granularity (left) alongside
its projected mapping onto a human silhouette (right).

The structural arrangement of colours in the colour wheel
helps to mimic spatial cues that denote postural changes that
would otherwise go unrecorded in the abstracted feature space
of a CNN. The radial colour wheels in Fig. 3(a) and Fig. 3(b)
are to help encode changes in the orientation of a pose, whereas
the ringed colour wheels in Fig. 3(c) and Fig. 3(d) are to help
capture silhouette deformations. Encoding any orientation
changes should assist the classifier in distinguishing poses that
share the same silhouette, such as sitting (on a chair) and
crawling. Fig. 6 illustrates this in that a crawling pose will align
horizontally with the colour wheel, thus saturating the
keypoints of similarly oriented poses with the same colours:
cyan and yellow. Again, a standing pose will align vertically
and adopt mostly green and magenta keypoints.
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Keypoint colour assignment  Resulting keypoint mapping

Figure 6: Positional keypoint colour assignment for a crawling pose is
demonstrated on a radial colour wheel that encodes orientation (left)
alongside its projected mapping onto a human silhouette (right).

On the other hand, the ringed colour wheel is expected to
help capture size deformations related to the surface area that
a pose assumes within a frame (e.g. standing compared to
sitting). As demonstrated in Fig. 7, the range or number of
colours expressed in the keypoint mapping is dependent on the
size of the pose. The keypoint colours of a shrunken pose such
as sitting will tend to be limited to colours in the inner rings of
the colour wheel, whereas a larger pose will capture colours in
the outer rings. However, unlike the radial colour wheel, the
ringed representation is easily affected by size distortions
caused by the distance between the subject and the camera.
This influence can be limited by recording poses in a controlled
environment, like in the given pose dataset [9], where
consistent distances are maintained throughout all instances.

Keypoint colour assignment

Resulting keypoint mapping

Figure 7: Positional keypoint colour assignment for a sitting pose is
demonstrated on a ringed colour wheel that encodes size deformation (left)
alongside its projected mapping onto a human silhouette (right).

In the end, the final output image is resized to 156 x 108
pixels to help reduce the computational load when training and
executing the classifier. The images were also adapted to
include four channels. The first three accommodate the RGB
colour information for the background-subtracted image and
encoded keypoint markers, like the resulting mappings
illustrated in Figs. 4-7. The fourth channel accommodates the
background-subtracted depth image, shown earlier in Fig. 2.
Keypoint markers are also superimposed onto the silhouette
depth images to highlight the points of interest that the CNN
can use to classify the instances.

D. Convolutional Neural Network Architecture

The structure of the CNN is based on that of Adhikari et. al
[11], which performed pose recognition on the same dataset.
Their CNN was inspired by the VGGNet [12] which
outperformed all other submissions in the ImageNet Challenge
2014 for image classification. As illustrated in Fig. 8, the input
layer of the network accepts an input image of size 156 x 108
x 4. The remainder of the network replicates the VGGNet with
only its hyperparameters adjusted to favour the pose dataset.
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Figure 8: The composition of the CNN used to perform pose recognition as an image classification task in this study [9].

V. RESULTS

The performance results for the colour-based augmentation
schemes in pose recognition are documented in this section.
The scores are evaluated against a baseline measure of non-
augmented pose representations to denote the improvements in
classification accuracy.

A. Validation Loss During Training

The averaged validation loss performance for 20 training
epochs for the five types of CNN classifiers are shown in Fig.
9. Each classifier was trained on separate datasets augmented
with a chosen augmentation scheme represented by each line
in the graph. These and succeeding metrics presented in this
section were computed using a stratified ten-fold cross-
validation strategy where the dataset was divided into ten
subsets. Each set consisted of approximately the same number
of data samples and an equally representative distribution of
classes according to an approximate 75% train, 15% validation
split, and a held-out 10% testing split. Fig. 9 reveals a steady
performance improvement as the models are optimised with
every training epoch. All models achieve convergence by the
17th epoch.

Average Validation Loss during Training
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Figure 9: Averaged ten-fold cross-validation loss for each model type trained
on their respective datasets.
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B. Pose Classification Accuracy

The averaged classification accuracy for the ten-fold models
measured on a single set of 2,344 test images is shown in Fig.
10. The baseline models achieved performance scores in the
range of 66% to 76%, with an average score of 70.48%. Each
colour-based augmentation improves on the baseline scores
and in the case of the segmented radial wheel improves
performance by up to 11 percentage points (81.61%). However,
these improvements are concentrated in specific classes since
each augmentation tends to favour the recognition of certain
poses over others.
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