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Abstract 
Good health is one of the most important things in life. Several diseases affect the proper functioning of human’s health; one of such 

common disease is malaria.  Malaria is a leading public health problem in the developing countries and Nigeria, leading to high 

morbidity and mortality and huge cost for diagnosis, treatment and control. The insurgency of malaria diseases has pushed the need 

to develop computational approaches for predicting the severity of malaria diseases based on symptoms and climatic factors. The 

prediction of the occurrence of malaria disease and its outbreak will be helpful to take appropriate precaution measures. The 

existing predicting models examine binary cases of malaria, prone to error, and suffer from overfitting due to large number of 

parameters to fix. This paper proposes a Support Vector Machine (SVM) with best activation function to determine the rate of 

malaria transmission. This paper aims to study the components of learning parameters in multiclass Support Vector Machine (SVM), 

study optimal separation hyperplane, review SVM classification and generate SVM malaria model. Monthly averages of rainfall, 

temperature, relative humidity and malaria serves as the input variables.   Apart from classification, the future work will be based on 

using SVM for other machine learining technique functions such as pattern recognition, regression analysis and feature selection.
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I. Introduction 

Infections are diseases caused by virus, bacterial and 

fungal organisms. Such diseases could be sexually 

transmitted, air borne or water borne, examples are 

glaucoma, tuberculosis, measles, chickenpox, influenza, 

malaria e.t.c. The World Health Organization has enrolled 

several programmes to   reduce malaria infection but we 

still suffer from its insurgency [1]. Hundreds of millions  

 

 

 

of dollars has been donated by Bill and Melinda Gates 

Foundation funded by Bill Gate to reduce malaria 

infection. Since 2003, Funds devoted to malaria reduction  

has been doubled.  Emerging efforts and ideas  is to 

disable the disease by combining virtually every known  

malaria-fighting technique, from the ancient (Chinese 

herbal medicines) to the old (bed nets) to the ultramodern  

(multidrug cocktails). At the same time, malaria 

researchers are pursuing a long-sought, elusive goal: a 

vaccine that would prevent the transmission of malaria to 

man despite exposure to mosquitoes [2]. 
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Malaria transmission is affected by environmental and 

climatic factors; warm humid and rainfall favour the 

transmission of malaria. Several non-climatic factors, 

such as human/behavioural factors can also affect the 

pattern of malaria transmission and the severity [3]. 

A high prevalence of malaria cases is seen every year and 

there are difficulties in predicting its future occurrence 

and analysis of its possible threats. So, the need for a 

machine learning method arises. Machine learning 

processes the data and automatically finds structures in 

the data, i.e. learns. The knowledge about the extracted 

structure can be used to solve the problem at hand.  

.  

II. Literature Review 

Conventional microscopy used in malaria diagnosis 

occasionally proved to be time consuming and sometimes 

results are difficult to reproduce. Alternative diagnostic 

techniques which yield superior results are quite 

expensive.  

 

A fully automatic system for detection of infected 

erythrocytes from blood images and parasite life stage 

identification counting was developed. But in the study 

the classifications of malaria parasite on thin blood 

Imaging system is time consuming. So, an Otsu 

Threshold, SVM Binary Classifier and SVM multi 

classifier was developed for the counting. SVM binary 

classifier gives 96.26% sensitivity and 99.09% specificity 

results on 71 images. SVM multiclass classifier (i.e. RBF 

kernel) gives 96.42% accuracy for correct identification 

rate of life stage of parasite [4]. 

 

A study focuses on morphological characteristics and 

novel threshold technique. On 70 images of blood cells 

ANN gave accuracy of 78.53% and running time of 6.58 

seconds while SVM gave accuracy of 98.25% [5]. 

Support Vector Machine (SVM) and Naïve Bayes 

classifier and two feature extraction techniques Discrete 

Wavelength Transform (DWT) and Gray-Level Co-

Occurrence Matrix (GLCM) feature extraction technique 

were developed. The study revealed that Artificial Neural 

Network (ANN) classifiers are suitable for detection and 

classification of Plasmodium parasites into their 

respective stages and species [6]. 

 

In the SVM utility with adaptic thresholding to detect the 

malarial cases for other geographical regions was not 

considered. Also, comparisons of the SVM with the other 

new methods such as extreme learning machines were not 

considered. Several literatures indicate that the proposed 

SVM model provides more accurate forecasts compared 

to the other traditional techniques [7].  

 

Modeling goal is to choose a model from the hypothesis 

space, which is closest to the underlying function in the 

target space [9]. The outcome of learning process is being 

affected by the choice of an error measure. This paper 

aims to study the components of learning parameters in 

Support Vector Machine (SVM), review SVM 

classification, study optimal separation hyperplane for 

SVM Model and generate SVM malaria model  

 

III. Methods 

The existence of mathematical, statistical and machine 

learning algorithms simplifies modeling approaches. A 

machine learning algorithm to generate support vectors is 

called a Support Vector Machine. It is mainly used in 

prediction, classification, feature selection, pattern 

recognition and regression analysis. SVM performance 

relies on its appropriate parameters selection which is 

very complex in nature and quite hard to solve by 

conventional optimization techniques. Severally, SVM 

has been proved that its applications show superior 
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performance compared to prior developed methodologies 

such as neural network and other conventional statistical 

applications [10-13]. 

SVM applications span through variety of fields such as 

computing, hydrology, medicine and environmental 

researches [14 -15]. 

a. Components of SVM Learning 

Main Components of SVM Learning are:  

i. X:  Instance space or input space where an 

observation x belongs to this space 

ii. Y:  Output Space or label space which is the set 

of all output where an output y belongs to this 

space. Examples: Binary Classification y = {±1}, 

Multiclass Classification y = {1…K}, Regression 

y∈R 

iii. l:  y* y= R: Loss Function (measures prediction 

error) 

iv. f: X→Y : Target Function/Model/Hypothesis 

Class (Set of functions from input space to output 

space). The unknown target function is the 

correct formula that correctly mapped x to the 

corresponding output y. 

v. Training Data SetD(D): This is the set of 

historical records x with their corresponding 

output y: {(x1,y1),…,(xn,yn) where yn = f(xn),     n= 

1,2,…,l. 

vi. Learning Algorithm (g: A learning algorithm 

uses the data set D to pick a formula g: X→Y that 

approximates f. the algorithm chooses g from a 

set of hypothesis set H(candidates formula under 

consideration)  

vii. g(x):the hypothesis that the learning algorithm 

produced is represented mathematically as         

g(x) = sign ((wi,x)+b) where w is the weight and 

b is the bias.  Fig 1. below portrays the 

components of learning problem. 

 

 

 

 

 

 

 

 

 

 

 

Fig 1:  Basic set up Learning Problem [8] 

b.  Support Vector Machine Classification 

Support Vector Machine classifies binary class problems 

without loss of generality but also classifies multiclass 

problems by adopting a unique algorithm. Its primary goal 

is to separate the two classes by a function induced from 

an available example by a classifier called ‘optimal 

separation hyperplane’. This optimal classifier separates 

the data by finding the maximum margin among the two 

classes of data.  

An SVM training algorithm designs a model that predicts 

whether a new data mapped and fitted in a category or the 

other or learned from historical examples. SVM models 

take a set of input data and predict for each instance the 

possible output which makes them non probabilistic 

binary linear class [16].  The SVM algorithm operation is 

based on finding the hyper-plane with the highest 

minimum distance to the training examples. Thus, the 

optimal separating hyperplane maximizes the margin of 

the training dataset.   

 

 

UNKNOWN TARGET 
FUNCTION 
 f: X→Y 

TRAINING 
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IV.  An Optimal Separation Hyperplane for 

Malaria 

In the problem of classifying this set of training vectors of 

two classes of malaria patterns  

M = {(x1,y1),…,(xn,yn)}, xi∈Rn  yi∈{-1,1}      (1) 

Where {xi,yi}1
n is the assumed training data sets where 

xi∈Rn is the input space vector of real number sample data 

and yi∈{-1,1}is the target value. 

 

 

Fig 3:  An optimal separation hyperplane for malaria 

A linear classifier that can perfectly separate them as 

shown in Fig 3 above is deduced below as 

  (w,x)+b = 0                (2) 

This linear classifier function  is  

 𝑓(𝑥) = ∑ 𝑤𝑖 ,𝑥𝑖  
𝑛
𝑖=1  +b               (3) 

              or  

 f(x)= wϕ(x) +b                (4) 

From (3), ϕ(x) denotes high dimensional feature space 

that mapped the input space vector x, w is a normal 

vector, bi is a scalar quantity or bias  

A linear classifier that can optimally separates the malaria 

data is the one that minimizes 

 M(w) = 
1

2
||w||2   (4) 

 

Equation 4 is independent of b provided this constraint in 

Equation 5 below is satisfied.  

 

yi[(w,xi)] +b≥1,    i=1,…,l   (5) 

 

The optimization problem of equation 4 solution above 

subjected to the constraint in equation 5 is given by the 

introduction of Langrange function 

 

    

M(w,b,α) = ½||w||2 -∑ α𝑖 (y𝑖 [(w, x𝑖 )  + b] − 1)
𝑛

𝑖=1
,        

                             (6) 

 

where α is the Langrange multiplier. The Langragian will 

be minimized with respect to w,b and maximized with 

respect to α ≥0. Thus equation 6 above is transformed to 

its dual problem as thus 

 

𝑚𝑎𝑥αMal(α) =𝑚𝑎𝑥α[(min M(w,b,α)]          (7) 

 

The minimum with respect to w and b of the 

Langrangian, M, is given by, 

  

     
𝜕𝑀

𝜕𝑏
 = 0  ⇒    ∑ α𝑖 𝑦𝑖 = 0 𝑛

𝑖=1   (8) 

 

 

     
𝜕𝑀

𝜕𝑤
   = 0  ⇒w = ∑ α𝑖 𝑦𝑖 𝑥𝑖  

𝑛
𝑖=1   (9) 

   

Thus, the dual problem from equation (7),(8) and (9) 

above is given by 
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𝑚𝑎𝑥αMal(α) = 𝑚𝑎𝑥α -
1

2
  ∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  (𝑥𝑖 , 𝑥𝑗

𝑛

 𝑗=1
 

𝑛

𝑖=1
)   

+ ∑ α𝑘 ,
𝑛

𝑘=1
    (10) 

    

Hence, the solution to the problem is given by    

αmal = arg 𝑚𝑖𝑛α  
1

2
  ∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  

𝑛

 𝑗=1
(𝑥𝑖 , 𝑥𝑗) 

𝑛

𝑖=1
 - 

∑ α𝑘 ,
𝑛
𝑘=1              

      (11) 

with constraints 

α𝑖 ≥ 0    i = 1,…,n     ∑ α𝑗 𝑦𝑗 = 0 
𝑛

 𝑗=1
 (12) 

Thus Equation 11 with constraints in equation 12 

determines the Lagrange Multipliers and the optimal 

separating hyperplane is given by 

 

 𝑤𝑚𝑎𝑙 =   ∑ α𝑖 𝑦𝑖 x𝑖  
𝑛
 𝑗=1   (13) 

 

 𝑏𝑚𝑎𝑙   =  
1

2
(𝑤𝑚𝑎𝑙 , x𝑐 + x𝑠 ) (14) 

Where x𝑐 + x𝑠  are any support vector from each class 

satisfying α𝑐 , α𝑠 > 0, yc  = -1, ys = 1. 

 

To generalize the optimal separating hyperplane method 

we introduced positive variables   𝜀i ≥0 and a penalty 

function 

 

𝐹𝜎 (𝜀) = ∑ 𝜀 𝑖
𝜎

𝑖     𝜎 > 0      (15) 

 

 

Where the ᶓ i are the measure of misclassification errors.  

 

From equation 1.4 thus we have  

 

 M(w, 𝜀)   =  
1

2 
||w||2 + C ∑ 𝜀 𝑖

𝜎
𝑖   (16) 

 

Subjected to the constraint in 1.5 

   

yi[(w,xi)] +b≥1+ξi,    𝜀i ≥0, i=1,…,l       (17)  

 

Where C is a regularization constant that has to be 

determined to prevent overfitting or reflect the 

knowledge of the noise on the data and minimized the 

training error. 

 

By applying Langrangian theory, the Lagrangian will be 

minimized with respect to w,b, ξ and maximized with 

respect to α and β as done in equation (15-17) above. 

Thus the dual problem is 

   𝑚𝑎𝑥αMal(α) =𝑚𝑎𝑥α[(min M(w,b,α,ξ, β)]  

      

     (18) 

 

The minimum with respect to w,b, ξ and  of the 

Langrangian, M, is given by, 

  

 
𝜕𝑀

𝜕𝑏
 = 0  ⇒ ∑ α𝑖 𝑦𝑖 = 0 𝑛

𝑖=1  (19) 

 

 

 
𝜕𝑀

𝜕𝑤
   = 0  ⇒w = ∑ α𝑖 𝑦𝑖 𝑥𝑖  

𝑛
𝑖=1  (20) 

 

   

 
𝜕𝑀

𝜕ξ
   = 0 ⇒  = α𝑖 𝛽𝑖  = C   (21) 

 

Thus, the dual problem from equation (19) (20) and (21) 

above is given by 

 

𝑚𝑎𝑥αMal(α) = 𝑚𝑎𝑥α - 
1

2
  

∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  (𝑥𝑖 , 𝑥𝑗
𝑛

 𝑗=1
 

𝑛

𝑖=1
)  + ∑ α𝑘 ,

𝑛

𝑘=1
            (22) 

 

 

 

                                                       

Hence, the solution to the problem is given by    

αmal = arg 𝑚𝑖𝑛α  
1

2
  ∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  

𝑛

 𝑗=1
(𝑥𝑖 , 𝑥𝑗) 

𝑛

𝑖=1
 -  

∑ α𝑘 ,
𝑛
𝑘=1           
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(23) 

 

 

with constraints 

0 ≤ α𝑖 ≤ 𝐶    i = 1,…,n     ∑ α𝑗 𝑦𝑗 = 0 
𝑛

 𝑗=1
 (24) 

      

To make generalization into high dimensional feature 

space training vectors xi is mapped into a higher 

dimensional space by a kernel function K. Then SVM 

finds a linear separating hyper plane with the maximal 

margin in this higher dimensional space. So  k (xi, xj) = ϕ 

(xi) ϕ (xj) is called the kernel functions. There are number 

of kernels that can be used in SVM models. These include 

linear polynomial, RBF and sigmoid [17]: 

Linear, Polynomial, 

RBF 

Sigmoid 

 

 Thus far, the optimization problem in equation (23) now 

becomes 

 

αmal = arg 𝑚𝑖𝑛α  
1

2
  ∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  

𝑛

 𝑗=1
𝐾(𝑥𝑖 , 𝑥𝑗) 

𝑛

𝑖=1
 -  

∑ α𝑘 ,
𝑛
𝑘=1           

     (25) 

with constraints 

 

0 ≤ α𝑖 ≤ 𝐶    i = 1,…,n     ∑ α𝑗 𝑦𝑗 = 0 
𝑛

 𝑗=1
 

     (26) 

  

Where 𝐾(𝑥𝑖 , 𝑥𝑗) is the kernel function mapping(𝑥𝑖 , 𝑥𝑗) 

into feature Space X. Where 𝐾𝑠(𝑥𝑖 , 𝑥𝑗) is an explicit dot 

product of φ : 𝐾(𝑥𝑖 , 𝑥𝑗) =  [(φxi), (φxj)]. 

 

 

V. SVM Malaria Model 

In SVM the malaria data to be classified can be 

formally written as: 

 

 M = {(x1,y1,z1),…,(xn,yn,zn)},   xi∈Rn , 

yi∈{-1,1}, zi ∈ 𝑍     

           (27) 

   

Where 𝑍 is a set of malaria membership? Recall that ξi 

is the measure of classification error, So in SVM for 

malaria Zi ξi is the new classification error, so we have 

to minimize this optimal problem: 

 

M(w, 𝜀)   =  
1

2 
||w||2 + C ∑ 𝜀 𝑖

𝜎
𝑖  zi

  (28) 

 

Subjected to the constraint in 5 

   

yi[(w,xi)] +b≥1+ξi,    𝜀i ≥0, i=1,…,l  (29)  

 

 

By applying Langrangian theory, the Lagrangian will be 

minimized with respect to w, b, ξ and maximized with 

respect to α and β as done in equation (18 -21) above. 

Thus the dual problem is 

 

   𝑚𝑎𝑥αMal(α) =𝑚𝑎𝑥α[(min M(w,b,α,ξ, β)]     (30) 

 

The minimum with respect to w,b, ξ and  of the 

Langrangian, M, is given by, 

  

 
𝜕𝑀

𝜕𝑏
 = 0  ⇒ ∑ α𝑖 𝑦𝑖  

𝑛
𝑖=1   (31) 

 

 

 
𝜕𝑀

𝜕𝑤
   = 0  ⇒w = ∑ α𝑖 𝑦𝑖 𝑥𝑖 𝑧𝑖 

𝑛
𝑖=1  (32) 
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𝜕𝑀

𝜕ξ𝑖 
   = 0 ⇒  = α𝑖 𝛽𝑖  = 𝑧𝑖 C- α𝑖− 𝛽𝑖  (33) 

     

 

Thus, the dual problem from equation (31),(32) and (33) 

above is thus given by 

 

𝑚𝑎𝑥αMal(α) = 𝑚𝑎𝑥α - 
1

2
  

∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  (𝑥𝑖 , 𝑥𝑗
𝑛

 𝑗=1
 

𝑛

𝑖=1
)  + ∑ α𝑘 ,

𝑛

𝑘=1
 

      

    (34)                                                       

Hence, the solution to the problem is given by    

αmal = arg 𝑚𝑖𝑛α  
1

2
  ∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  

𝑛

 𝑗=1
k(𝑥𝑖 , 𝑥𝑗) 

𝑛

𝑖=1
     

 (35) 

 

 

αmal  = − ∑ α𝑖  
𝑛
𝑖=1  +  

1

2
  ∑ ∑ α𝑖 α𝑗 𝑦𝑖 𝑦𝑗  K(𝑥𝑖 , 𝑥𝑗

𝑛

 𝑗=1
 

𝑛

𝑖=1
)  

      (36)                                                   

 

with constraints 

0 ≤ α𝑖 ≤ 𝑧𝑖 𝐶   i = 1,…,n   ∑ α𝑗 𝑦𝑗 = 0 
𝑛

 𝑗=1
  

                            

 

From equation (13) and (14) above the bias bmal  is 

computed by the use of two support vectors x𝑐 + x𝑠  

thus we have  

   

bmal =  −
1

2
  ∑ α𝑖 𝑦𝑖 [K(𝑥𝑐 , 𝑥𝑠 )

𝑛

 𝑖=1
 K(𝑥𝑐 , 𝑥𝑠 )]         (37)                                                   

 

 

 

5.0   Conclusion 

Prediction of the transmission and severity occurrence of 

malaria and parasite count to capture its future 

occurrence, effectively plan control and reduce its burden 

is very vital. Support Vector machine (SVM) model gives 

the nearest response to prediction call because it has the 

potential of combining human heuristics into computer 

assi sted decision. In this paper, we have proposed an 

intelligent system Support vector Machine, studied the 

components of learning parameters in SVM, study 

optimal separation hyperplane thay gives optimal results 

and generate SVM malaria model review SVM 

Classification. 

 SVM with appropriate activation function will provide a 

simple way to get a definite conclusion from ambiguous 

medical data. The future work will be based on using 

SVM for other prediction characteristics like feature 

selection. Contributions and Suggestions are welcome at 

this stage of the research.  
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