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A B S T R A C T

As wireless devices and applications increase, it is envisioned that spectrum utilization by licensed users will go
from low to medium occupancy state. The CRs will need to sense wider bands to obtain free channels. Therefore
development of enhanced wideband sensing algorithms is needed. Enhancing old tools for new applications
could be quite useful. The discrete wavelet packet transform (DWPT) is a good mathematical tool that can be
enhanced for better application in wireless communications. This paper presents an algorithm to identify
spectrum holes in a cognitive radio system. The algorithm is based on the application of discrete wavelet packet
transform enhanced with Hilbert transform in spectrum sensing. The enhancement with Hilbert transform has
the effect of sharpening the PSD edges for better detection. Using histogram analysis for a discrete wavelet
packet decomposed signal, the algorithm which we call DWPT-HiSHIA (Discrete Wavelet Packet Transform –
Histogram Spectrum Hole Identification Algorithm) determines if a sub-band channel has a spectrum hole or not.
Simulation results show the effectiveness of the algorithm in the identification of spectrum holes in sub-band
channels for a discrete wavelet packet decomposed signal.

1. Introduction

In today's world, wireless devices and services have become an in-
tegral part of human life. Thus, these devices and services can be said to
have a pervasive influence on modern human societies. The resultant
effect of this is the exponential growth in the number of wireless de-
vices, services, and applications [1,37,38,42], all of which have in-
creased the problem of spectrum scarcity in the available electro-
magnetic radio spectrum. A second contributing factor to the scarcity of
spectrum is the lack of dynamism in the way and manner regulatory
agencies allocate spectrum to primary users. This has resulted in a less
than optimal utilization of the spectrum because investigation as shown
in Fig. 1 [2] has indicated that most primary users hardly make com-
plete utilization of their allocated spectrum at a given temporal and
spatial locations.

To mitigate the effect of these two causative factors of spectrum
scarcity, cognitive radio technology has been proposed in literature. It
is a smart wireless communication system capable of acquiring spectral
information from its surrounding environment by operating autono-
mously. Through this autonomous operation, a cognitive radio is able to
evaluate its spectral environment, and then dynamically access suitable
spectrum. The autonomy is driven by suitable algorithms embedded at

the heart of the cognitive operations, which confers intelligence on the
device. All of these means that the performance of a CR largely depends
on the algorithm driving it. In literature, there are two broad categories
of spectrum sensing: narrowband and wideband sensing [55]. In nar-
rowband sensing algorithms, the CR senses one channel at a time, but in
wideband sensing, a CR can search for spectrum holes across a stretch
of channels. It is foreseen that in the near future, spectrum occupancy
will attain a medium level, and CRs will have to search further to find a
usable vacant spectrum. In such scenario, wideband sensing will be-
come very necessary. Therefore, in this work an algorithm for spectrum
hole identification in a wideband spectrum using DWPT is presented.

2. Algorithms in cognitive radio technology

A cognitive radio (CR) is a smart wireless communication system
which operates by dynamically accessing radio spectrum not occupied
by the licensed primary users of such spectrum. To achieve the desired
smartness, algorithms play a central role in all areas of a cognitive radio
cycle. The cognitive radio cycle as depicted in Fig. 2 [3], is character-
ized by four major components which include spectrum sensing, spec-
trum mobility, spectrum decision, and spectrum sharing.

From Fig. 2, spectrum sensing is arguably the most important
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spectrum management function performed by a CR because it is fun-
damental to any other operation carried out by that CR. Spectrum
sensing involves continuous monitoring of the radio frequency (RF)
environment with speed and accuracy in order to identify and make
available unutilized frequency band for use by the CR [3,4]. Spectrum
mobility is an operation which ensures that there is no interruption in
communication whenever the CR makes a transition to a better spec-
trum [5]. On the other hand, spectrum decision is an operation which
decides how long unlicensed or secondary users can use unutilized
frequency bands. This is achieved by selecting an operating channel for
the secondary user (SU); the channel selected must be detected as va-
cant through spectrum sensing [6,7]. The fourth component of the
cognitive radio cycle is spectrum sharing. This operation ensures that
unutilized frequency bands in a frequency spectrum are fairly dis-
tributed for use among unlicensed users without harmful interference to
other users [8–10].

From the description of the components of the CR cycle, it can be
seen that CR is a complex technology which relies heavily on algorithms
to perform the complicated tasks required to make it a viable tech-
nology. Hence, the algorithms must be robust and reliable in order to
achieve the desired level of functionality which includes dynamic
adaption of transmission waveform, selection of optimum channel ac-
cess method, spectrum use, and networking protocols [24]. These
functionalities guarantee that the CR will achieve good network

performance and resource management. Fig. 3 [25] depicts the tasks
performed by algorithms in the CR cycle.

In the sensing and observation stage, the algorithms sense the radio
environment for parameters such as the characteristics of channels
between base stations and users, the power available in a spectrum, the
availability of spectrum holes in the time frequency domain (which is
the focus of this paper), and local policies [25,26]. At the learning
stage, the algorithms take the previous observations and decisions on
one hand, and the current observations on the other hand as inputs,
with the sole aim of minimizing power consumption, bit error rate,
interference, maximizing spectrum efficiency, quality of service, and
throughput [27,28]. The algorithms at the decision stage make decision
on frequency band allocation, allocation of time slot, coding and
adaptive modulation, antenna selection parameters, and routing plan
[29,30].

3. Spectrum hole in spectrum sensing

A spectrum hole by definition is a band of frequencies allocated to a

Fig. 1. Fixed spectrum allocation.

Fig. 2. Cognitive cycle of cognitive radio.

Fig. 3. Tasks performed by algorithms in a cognitive radio cycle.
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licensed user, but at a particular instance of the space-time continuum,
such band is unutilized by the licensed primary user [11], thereby
making such a spectrum to lie momentarily idle or empty. Fig. 4 [12]
depicts a spectrum band with spectrum holes or white spaces in it.

A spectrum hole can be viewed from the time domain, and the
frequency domain. In the time domain, a spectrum hole is the interval
in time in which a primary user is not transmitting. In the frequency
domain, a spectrum hole is a frequency band that a secondary user can
use in transmission without causing interference to all primary users
across all frequencies. In terms of classification, there are basically two
types of spectrum holes – temporal spectrum holes and spatial spectrum
holes [13,14]. A temporal spectrum hole occurs when a primary user is
not transmitting during the time of sensing, hence a secondary user can
utilize the spectrum hole at that slot of time. Spatial spectrum hole on
the other hand occurs when a frequency band is unutilized by primary
users in some spatial areas even though such a band may be in use in
another area, thereby giving secondary users in the area the opportu-
nity to occupy such bands. Different techniques could be used to effi-
ciently identify spectrum holes in a given spectrum. One such tech-
nique, used in wideband spectrum sensing, is the Discrete Wavelet
Packet Transform (DWPT).

4. Discrete wavelet packet transform

Wavelets are extensively applied in the analysis of data, they are
powerful mathematical tools that are used in the representation of both
known and unknown signals as a set of functions with the sole aim of
gaining better insight into their characteristics. Wavelets operate by
decomposing an input signal into different frequency components,
which are then studied with resolutions that match their time-scales.
The discrete wavelet packet transform as shown in Fig. 5 [16] is a
generalization of wavelet transform in which a tree structure is used in
the implementation of the wavelet algorithm by decomposing an input
signal through high-pass and low-pass filter branches [15,17–19].

Wavelet packet transforms produce waveforms which are called
atoms and are indexed by position, scale, and frequency [20]. The de-
composition of an input signal by a wavelet packet, recursively splits
each parent node into two subspaces Wn, j which are orthogonal and
located according to Ruch and Patrick [21] at:

= ⊕− + −W W Wn j n j n j, 2 , 1 2 1, 1 (1)

where n is a nonnegative integer, j is the decomposition level, and ⊕ is

Fig. 4. Spectrum band with spectrum holes or white spaces.

Fig. 5. Analysis filter bank of a wavelet packet.

Fig. 6. Heisenberg box representing an atom ϕγ.

Fig. 7. Heisenberg time-frequency boxes of two wavelets ψu, s and ψu s0 0.

Fig. 8. Heisenberg boxes covering each frequency interval of the wavelet
packet.
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orthogonal addition.
For the wavelet packet tree shown in Fig. 5, the wavelet packet

coefficients +ξ n[ ]l
p
1

2 are generated using the scaling filter. Similarly, the
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2 1 are generated using the wavelet filter. Mathema-
tically, the coefficients are expressed as [16]:
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where h[k] is the low-pass filter, g[k] is the high-pass filter, and p is the
position at level l.

For the signal in each sub-band channel, the energy is calculated as

[22,23]:
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where cj,k is scaling function coefficient, dj,k is the wavelet function
coefficient. It should be noted that the presence of a signal in a sub-
band channel makes the energy level of that signal in the sub-band
channel higher. Also, the position of the signal in the sub-band channel
can be resolved in terms of both time and frequency using time-fre-
quency analysis of the signal with well-known techniques like the
Heisenberg boxes [34]. For the wavelet transformer shown in Fig. 5, the
output was enhanced with the Hilbert transform in order to make the
sub-band frequency edges sharper and easier to detect [36].

Edge detection enhancement using Hilbert transform is novel ideal
which is possible because the spread of the instantaneous frequency
derived from the Hilbert transform of a signal is always less than the
bandwidth of the signal. As a result of this, the detection of edges of
frequencies in a wideband signal as depicted in Fig. 5 can be better and
sharper with Hilbert transform. We refer to our work in [36] for more

Fig. 11. Flow chart of algorithm to identify spectrum holes in sub-band channels.

Table 1
Input signal parameters.

Amplitude Frequency (MHz)

Signal 1 1.3 15
Signal 2 1.7 40
Signal 3 2.0 67
Signal 4 1.8 81

Fig. 9. Cognitive radio receiver model for application of the DWPT algorithm.

Fig. 10. A 22×32 matrix generated from terminal nodes of wavelet packet
tree.
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details on this.

5. Time–frequency analysis of a wavelet packet using Heisenberg
uncertainty

Given a time-frequency dictionary = ∈D φ{ }γ γ Γ composed of wave-
forms of unit norm =φ 1γ , the localization u of ϕγ and the spread of
ϕγ around u is defined in [34,35] as:

∫ ∫= = −u t φ t dt σ t u φ t dt( ) and ( )γ t γ γ
2

,
2 2 2

(6)

The frequency localization ξ of ̂φγ and the spread of ̂φγ around w
given as:

̂ ̂∫ ∫= = −− −ξ π w φ w dw σ π w ξ φ w dw(2 ) ( ) and (2 ) ( )w γ
1 2

,
2 1 2 2

(7)

Taking (6) and (7) into consideration, the Fourier Parseval re-

Fig. 13. Distribution of sub-band channel coefficients after Hilbert transformation at −10 dB.

Fig. 14. Distribution of sub-band channel coefficients after thresholding at −10 dB.

Fig. 12. Input power spectrum density at −10 dB.
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lationship states that:

 ̂∫ ∫= =
−∞

+∞

−∞

+∞

f φ f t φ t dt
π

f w φ w dw, ( ) * ( ) 1
2

( ) ( )γ γ γ
(8)

The relationship in (8) implies that 〈f, φγ〉 depends mostly on the
values of f(t) and f w( ), where φγ(t) and ̂φ w( )γ are non–negligible in a
rectangle centered at (u, ξ) of size σt, γσw, γ. The rectangle is shown in
Fig. 6. The rectangular box also called a Heisenberg box or time-fre-
quency atom, is a quantum of information over a resolution cell. Hence,
the construction of a dictionary of time-frequency atoms can be viewed
as the coverage of the time-frequency plane with resolution cells having
a time width σt, γ and frequency width σw, γ.

If we define s as a scale, u as a position, and η as the center of a
positive frequency interval, then for a wavelet atom ψu, s its Heisenberg
box is a rectangle centered at (u, η/s), having time and frequency widths
proportional to s and 1/s. A variation in s will cause a change in the

time-frequency resolution cell, with the area remaining constant. This
concept is illustrated in Fig. 7.

In wavelet packets, the Heisenberg boxes cover each frequency in-
terval of the wavelet packet functions, which are translated in time so
as to cover the whole plane. Fig. 8 illustrates this concept. The tiling in
Fig. 8 is obtained by translating in time the wavelet packets covering
each frequency interval.

6. Spectrum hole identification algorithm

To identify the holes in a signal decomposed using discrete wavelet
packet transform (DWPT), the DWPT-HiSHIA algorithm is developed in
such a way that certain operations are performed on the coefficients of
each sub-band channel in order to determine the presence or otherwise
of spectrum holes in that sub-band channel. To determine the presence
of the spectrum holes, we propose two hypotheses H0 which indicates
the signal below a threshold i.e. noise, when the primary user is absent,
and H1 which indicates the signal above threshold when the primary
user is present [39]:

=H x n w n: ( ) ( )0 (9)

= +H x n s n w n: ( ) ( ) ( )1 (10)

In (9), w(n) indicates the presence of white Gaussian noise with zero
mean and variance σw

2 ; also, the primary user is absent in (9) as made by
the observation x(n). In (10), the observation x(n) is such that the
primary user is present, s(n), alongside the presence of noise w(n). From
(9) and (10), the probability that an SU accurately declares the presence
of a primary user (PU) when the spectrum is actually occupied is the
probability of detection (Pd); the probability that an SU declares the
presence of a PU when the spectrum is actually idle is the probability of
false alarm (Pf); the probability that an SU declares the absence of a PU
when the spectrum is actually occupied is the probability of miss-de-
tection (Pm). Mathematically, Pd, Pf, Pm are expressed as follows
[40,41]:

= = >P H H E λ HPr( ) Pr( )d 1 1 1 (11)

Fig. 15. Histogram for channels 0 to 15 at −10 dB.

Table 2
Algorithm results for spectrum hole identification at SNR of −10 dB.

Channel Noise Interference Channel Noise Interference

0 0 0 16 0 0
1 0 0 17 0 1
2 0 0 18 1 0
3 0 0 19 1 0
4 0 1 20 0 1
5 0 0 21 0 1
6 0 0 22 0 0
7 1 0 23 0 0
8 0 0 24 0 1
9 0 1 25 1 0
10 0 0 26 1 0
11 0 0 27 1 0
12 0 0 28 0 0
13 1 0 29 0 0
14 0 0 30 0 0
15 0 0 31 0 0
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= = >P H H E λ HPr( ) Pr( )f 1 0 0 (12)

= = <P H H E λ HPr( ) Pr( )m 0 1 1 (13)

where E is the received energy in the DWPT sub-band channel defined
by (5), and λ is the applied threshold.

Fig. 9 shows the model of the CR receiver system in which the
DWPT-HiSHIA algorithm will be applied.

The incoming signal(s) to the channel could be one or more signal(s)
of different frequencies, but whose frequency lies within the band of
interest. These signal(s) are added together to create a composite signal

that contains all the incoming signals which are clearly identifiable by
their location in frequency (see Fig. 12). If a spectrum hole is identified
in any of the sub-band channels after the DWPT decomposition, it im-
plies that for the entire frequency band of the composite signal entering
the channel, there are some frequencies that are vacant. The DWPT-
HiSHIA algorithm then generates the DWPT coefficients and use them
to identify these vacant frequencies in the composite signal coming
from the channel.

At 5 levels of decomposition, the DWPT will have 32 channels each
having 22 coefficients. This is shown in Fig. 10.

In the DWPT-HiSHIA algorithm, w(n) defined in (9) and (10) is
identified as either noise or interference. It is noise if the observation is
less than or equal to the given threshold of UNITY. It is interference if it
is greater than the given threshold of UNITY. The algorithm is defined
as follows:

Discrete Wavelet Packet Transform – Histogram Spectrum Hole
Identification Algorithm

1. Perform a discrete wavelet packet transform decomposition of the
input signal to the desired level.

Table 3
Status of sub-band channels after application of algorithm at −10 dB.

Occupied channels Channel with
complete
spectrum hole

Channels having
spectrum hole
with noise

Channels having
spectrum hole with
interference

0, 1, 2, 3, 5, 8, 10,
11, 12, 14, 15,
16, 22, 23, 28,
30, 31

6, 29 7, 13, 18, 19, 25,
26, 27

4, 9, 17, 20, 21, 24

Fig. 17. Energy level in sub-band channels at −10 dB.

Fig. 16. Histogram for channels 16 to 31 at −10 dB.
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2. Take the Hilbert transform of the discrete wavelet packet
decomposed signal.

3. Perform a channel-by-channel extraction of all the coefficients in
the sub-band channels of the wavelet packet tree.

4. Calculate the energy Ei in each sub-band channels of the wavelet
packet tree.

5. Generate an adaptive threshold for each sub-band channel by using

the Donoho-Johnstone relationship [31]: =λ σ N2 logi i i (14)
6. Threshold the coefficients in channel i against the computed

threshold λi using: =
≥

<
w

w w λ
w λ

{
0λ
i i i

i i
i (15)

where wi is the wavelet packet coefficient in channel i before
thresholding, wλi is the wavelet packet coefficient in channel after
thresholding.

7. Generate histogram for all the 32 sub-band channels.
8. If the number of peaks in a histogram for a sub-band channel is

more than two, classify the sub-band channel as OCCUPIED. This
is because the peaks indicate that the coefficients in that sub-band
channel are well distributed across the frequency there; hence the
presence of a primary user signal.

9. If the number of peaks in a histogram for a sub-band channel is one,
classify the sub-band channel as a SPECTRUM HOLE. This is
because the single peak indicates that all coefficients in that sub-
band channel are approximately equal to the value of zero; hence
the lack of spread of the coefficients in the sub-band channel.

10. If the number of peaks in a histogram for a sub-band channel is
two, take the ratio of the number of coefficients greater than the
threshold λi for that channel to the number of coefficients less than

the threshold λi for that channel, and multiply by the energy Ei of

than channel i.e. = >
<ratio E*i

Coefficients λ
Coefficients λ i

i
i

(16)

11. If ≤ratio UNITYi classify the second peak as noise.
12 If >ratio UNITYi classify the second peak as interference.

The flow chart representation of the DWPT-HiSHIA algorithm is
shown in Fig. 11. It should be noted that the threshold is chosen ac-
cording to the nature of the input signal, signal-to-noise ratio, and
channel coefficients.

7. Performance evaluation

To evaluate the performance of the algorithm developed in
Section 6, we perform a number of simulations, and then analyze the
results obtained. The simulation is performed using MATLAB, along
with its digital signal processing and wavelet toolboxes. The experiment
involves a composite signal having different amplitudes and frequencies
as described in Table 1. The power spectral density (PSD) of the input
signal at SNR of −10 dB is shown in Fig. 12. The distribution of the
coefficients for the PSD which is obtained after decomposition of the
input signal by the wavelet packet decomposition function into sub-
band channels, i.e., after the Hilbert transformation and before
thresholding, is shown in Fig. 13.

Fig. 14 shows the effect of the adaptive thresholding on the dis-
tribution of the coefficients in each sub-band channel.

The performance of the algorithm is tested and the results obtained
are shown in Table 2.

The generated histogram by the algorithm for all the 32 channels
are shown in Figs. 15 and 16.

It can be seen from Table 2 and Figs. 15 and 16 that the DWPT-
HiSHIA algorithm identified the channels that are occupied as those
having more than two peaks in the histogram and also having noise and
interference values of 0. The DWPT-HiSHIA algorithm also identified
channels with complete spectrum holes as channels 6 and 29 in Figs. 15

Table 4
Results for DWPT-HiSHIA algorithm at SNR of 10 dB.

Channel Noise Interference Channel Noise Interference

0 0 0 16 0 0
1 0 0 17 0 1
2 0 0 18 0 0
3 1 0 19 0 0
4 0 1 20 1 0
5 0 0 21 0 0
6 0 0 22 0 1
7 1 0 23 0 0
8 0 0 24 0 1
9 0 1 25 1 0
10 1 0 26 1 0
11 0 0 27 0 1
12 0 1 28 1 0
13 0 0 29 0 0
14 0 0 30 0 0
15 0 0 31 0 0

Table 5
Performance of DWPT-HiSHIA algorithm with increase in SNR from −10 dB to
10 dB.

Performance at −10 dB Performance at 10 dB

Channel 3 classified as occupied Channel 3 more accurately classified as
spectrum hole with noise

Channel 10 occupied as occupied Channel 10 more accurately classified as
spectrum hole with noise

Channel 12 occupied as occupied Channel 12 more accurately classified as
spectrum hole with interference

Channel 18 classified as spectrum
hole with interference

Channel 18 classified more accurately as
noise

Channel 20 classified as spectrum
hole with interference

Channel 20 classified more accurately as
spectrum hole with noise

Fig 18. Classification of sub-band channels 3, 10, 12, and 20 at 10 dB.
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and 16, having only one peak with noise and interference values of 0.
This identification was made possible because these channels contain
noise signals whose coefficients are approximately zero thereby in-
dicating the presence of noise and hence a spectrum hole. Using the
same pattern, the DWPT-HiSHIA algorithm identified spectrum holes
with noise, and spectrum holes with interference from channels with
only two peaks. Table 3 is derived from a combination of Table 2 and
Figs. 15 and 16.

The estimations and identification made by the algorithm is further
corroborated by the energy level in each channel as shown in Fig. 17.

To verify the performance of the algorithm, the simulation is re-
peated again by setting the signal-to-noise ratio (SNR) to 10 dB. At this
SNR value, the performance of the DWPT-HiSHIA algorithm is tested
and the results obtained are shown in Table 4.

Table 5 summarizes the comparison made between the performance
of the DWPT-HiSHIA algorithm at −10 dB and 10 dB from Table 2 and
Table 4.

The state of channels 3, 10, 12, and 20 at 10 dB are shown in Fig. 18.
A comparison between Tables 2, 4, and 5 shows that there was a

case of false alarm in channels 3, 10, 12, 20, at −10 dB. The false alarm
occurred at −10 dB because at low SNR value, the noise competes with
the signal in strength; hence, a detection technique can easily classify a
noisy channel as OCCUPIED (which is a false alarm). However, as the
SNR value increases, the signal strength increases, thus making a de-
tection technique more accurate in detection and classification of sub-
band channels.

The performance of the DWPT-HiSHIA algorithm was tested at
15 dB, and sub-band channels 13, 19, and 21 in Fig. 19 are shown to be
occuppied.

A comparison between the state of sub-band channels 13, 19, 21 in
Figs. 15, 16 and 19 shows a case of missed-detection in these sub-band
channels at −10 dB. This is because the sub-band channels were clas-
sified as UNOCCUPIED channels at −10 dB, whereas they are actually
OCCUPIED as shown in Fig 19.

At 20 dB the DWPT-HiSHIA algorithm classified sub-band channel

Fig. 19. Classification of sub-band channels 13, 19, and 21 at 15 dB.

Fig. 20. Classification of sub-band channels 24, and 28 at 20 dB.

Fig. 21. Time-frequency representation of decomposed signal using Heisenberg boxes.
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24 as OCCUPIED channel as shown in Fig. 20. A comparison with the
state of this sub-band channel at −10 dB reveals a case of missed-de-
tection owing to the fact that it was declared as UNOCCUPIED channel
at −10 dB, when it is actually an OCCUPIED channel. Also, the DWPT-
HiSHIA algorithm classified sub-band channel 28 as UNOCCUPIED
channel at 20 dB in Fig. 20. A comparison with the state of this sub-
band channel at −10 dB in Fig. 16 shows a case of false alarm in the
channel at −10 dB.

8. Time–frequency analysis of decomposed signal using
Heisenberg boxes

Using the Heisenberg boxes in Section 5, the time-frequency re-
presentation of the decomposed signal which covers each frequency
interval of the wavelet packet is shown in Fig. 21. In this Fig, the left y-
axis is the wide-band frequency of entire input spectrum, the right y-
axis is the sequential order of the 32 sub-band channels of the DWPT.
For all the 32 sub-band channels, it can be seen that there are four
Heisenberg boxes in each channel; this is exactly the number of input
single tone signals in the wide-band spectrum as shown in Fig. 12. Also,
the distance between the Heisenberg boxes (as shown by HB1 to HB4)
in Fig. 21 matches the distance between the single tone signals in
Fig. 12. This confirms that the vacant frequencies between the single
tone signals in the wide-band input signal remain vacant after decom-
position.

It should also be noted that all the 32 sub-band channels have four
Heisenberg boxes of varying intensity, which correspond to the energy
levels. This is because for a DWPT, the energy in the input signal is
distributed across sub-bands due to shifts in the input signal [32,33]. In
sub-band channels which are classified as spectrum holes, having low
intensity, the energy from the input signal is approximately zero.

9. Comparison with other DWPT spectrum sensing techniques

The DWPT-HiSHIA algorithm competes favorably with other DWPT
spectrum sensing techniques in literature which are summarized in
Table 6. It has low complexity like the techniques in row 1 and 3 in
Table 6 because it is also based on energy detection. However it out-
performs the technique in row 1 in speed because it uses logical de-
duction based on the spread of coefficients to make its classification of
sub-band channels. The use of the Hilbert transform in the DWPT-
HiSHIA algorithm makes it have better sub-band frequency edge de-
tection [36], hence it has better accuracy at low SNR than the technique
in row 3. The DWPT-HiSHIA algorithm has better data throughput than
the technique in row 2 because it does not need to scan a wide range of
spectrum continuously. In terms of accuracy, the technique in row 4
outperforms the DWPT-HiSHIA algorithm because it is based on Cy-
clostationary feature detection. However, the DWPT-HiSHIA algorithm
outperforms it in terms of speed since energy detection requires less
sensing time than Cyclostationary feature detection. The DWPT-HiSHIA
algorithm outperforms the technique in row 5 in terms of speed since it
uses logical deduction for its classification instead of double thresh-
olding. At high degrees of decomposition, the use of MAC in the tech-
nique in row 6 will make it slower than the DWPT-HiSHIA algorithm.

10. Comparison with other spectrum sensing techniques

The performance of the DWPT-HiSHIA algorithm is also compared
with other spectrum sensing techniques and presented in Table 7. It can
be seen that owing to the fact that the algorithm is based on the DWPT
and Hilbert transform, it competes favorably with most of the spectrum
sensing techniques for all the performance metrics considered.

From Tables 6 and 7, it is clear that the novelty and contribution of
the DWPT-HiSHIA algorithm when compared to other DWPT spectrum
sensing techniques on one hand, and other spectrum sensing techniques
on the other hand is in terms of speed, complexity, and accuracy. Ta
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11. Conclusion

In this paper, we presented an algorithm for the identification of
spectrum holes in wideband spectrum in a cognitive radio network
based on the Hilbert transform of the discrete wavelet packet transform.
It is noted that wideband sensing will become handy in the near future
when CRs may need to sense more channels at once to identify usable
ones. The algorithm measured the degree of skewness of the coefficients
in each channel of the discrete wavelet packet transform decomposed
signal. The pattern of the degree of skewness was used to generate a
histogram, from which an analysis based on the number of peaks in the
histogram was carried out to determine if a spectrum hole is available
in the sub-band channel or not. Computer simulations were performed
on Matlab to test the algorithm at signal-to-noise ratio values of
−10 dB, 10 dB, 20 dB, and 30 dB. The results obtained showed that the
algorithm performed well, with increasing accuracy as SNR was in-
creased. The Heisenberg box was also used to display the time-fre-
quency distribution of the signals. Comparisons with other DWPT
sensing schemes for CR were made, and the scheme was also compared
with general sensing schemes in the CR arena. It is noteworthy that the
edge enhancement of the DWPT with Hilbert Transform is a worthwhile
improvement as it will enable better detection in lower SNR when
compared to similar techniques.
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