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Abstract 

Risk evaluation models are employed by 

individuals and organisations to determine the level 

of risk involved in a process. Specifically, such 

model could be employed in computing risk value for 

risk-aware access control in bring your own device 

(BYOD) environment. Remarkably, several of these 

models vary in their coverages of risk components, 

output rendering formalisms and areas of 

application; thereby, putting the burden of model 

selection on users. Worst still, attempts to compare 

these models by previous researchers are baffled by 

subjective criteria that are not well-founded and 

often based on old taxonomy that are incompatible 

with pervasive environments. Thus, the study 

purposely formulated eight comparison criteria from 

characteristics of BYOD risk factors and 

countermeasures. Thereafter, the criteria were 

ranked with Analytic Hierarchy Process (AHP). 

Then, the ranked criteria were used to compare 

twelve risk evaluation methods, which were selected 

through three selection criteria expressly crafted for 

the study. Specifically, the result was rendered as 

numeric value, which is easy to understand by non-

technical user. In all, the comparison approach 

presented in this study will assist BYOD operators in 

selecting model that could safeguard vital 

information assets against unauthorised access.  

1. Introduction

In reality, information technology (IT) has 

continued to transmute work environments 

irrespective of its area of application to human 

endeavours [1][2]. One of such transformation 

phenomena is Bring Your Own Device (BYOD), 

which is an emerging IT consumerisation policy that 

allows workforce to use privately owned portable 

devices to perform both official and personal tasks 

[3][4][5]. The policy offers numerous benefits to 

both organisations and employees in terms of 

reduced IT budgets for enterprise and job satisfaction 

to personnel amongst others [6][7]. Thus, staff can 

combine pleasure with work through their devices, 

whereas organisation processes could be repositioned 

to meet the ubiquitous challenges of contemporary 

business environments. 

Risk modelling or methodology is an organised 

procedure to determine the value of risk. Hence, risk 

evaluation model is a quantitative, qualitative or 

semi-quantitative mathematical representation used 

by institutions or individuals to compute risk 

inherent in processes [8]. Really, performing risk 

evaluation either manually or automatically has 

proven to be challenging task [9] [10]. Again, there 

is nothing like “exact risk value” [11], which makes 

it difficult to have a unified model for risk evaluation 

in all situations. Therefore, several commercialised 

and free models have been developed to minimise 

the challenge depending on domain of knowledge 

and circumstances [12], [13]. Often, organisations 

have to choose one among existing risk evaluation 

models through set of criteria and under the guidance 

of experts.  

Generally, access control models are formulated 

to restrict access to crucial assets. One of such 

initiatives is risk-aware (risk-adaptive) access control 

model, which estimates risk value allied with request 

for information asset [14]. Subsequently, access to 

organisation resources is regulated based on future 

risk possibilities estimated from underlaying request.  

Analytic Hierarchy Process (AHP) was 

developed by Saaty [15], as a multicriteria decision-

making (MCDM) tool for selecting an option from 

many alternatives. The selection is premised on 

criteria that are ranked using pairwise comparison 

provided by experts. Though, AHP is time 

consuming [16] and the matrix evolving from the 

comparison grows quickly [17], but it handles 

inconsistencies in experts’ judgements [18]. 

Interestingly, there are numerous and rigorously 

proven risk evaluation models and selecting one is a 

daunting challenge [17][18]. More so, most available 

criteria to compare risk evaluation models before 

selecting any for IT environments are based on old 

taxonomy which is not ideal for rapidly changing 

technologies and attacker know-how [19]. Aside 

that, the difference in approaches and methods of 

risk evaluation can be attributed to variations in risk 

evaluation practices, which cut across disciplines and 

industries [21]. Nonetheless, not all could be suitable 

for risk-aware access control in BYOD due to 

peculiar characteristics of risk factors and security 

controls of the strategy [22]. Therefore, the 

compelling issue which is yet to be sufficiently 
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addressed by researchers is to identify the most 

appropriate risk evaluation model for implementation 

in risk-aware module of BYOD access control. Such 

research will contribute to risk mitigation efforts that 

can allow organisations to derive the full benefits of 

BYOD strategy. Above all, it will provide better 

understanding of the strengths and weaknesses of 

current risk evaluation models for adoption and 

further studies in domain of the strategy.  

Accordingly, the purpose of this paper is to 

identify risk evaluation model that amongst others, 

considered the characteristics of risk factors and 

countermeasures that are peculiar to BYOD. In order 

to achieve this aim, a criteria-based comparative 

analysis was conducted on existing models to 

determine their appropriateness for risk-aware access 

control in BYOD. The remainder of this paper is 

structured as follows: the next section presents a 

review of related works. Then, the succeeding 

section details the methodology employed in this 

study. The next section, presents and discusses the 

results obtained by the researchers. The section on 

conclusion and recommendation for future studies 

ends the paper. 

 

2. Related Works 
 

Depending on context of usage and field of study, 

the task of qualifying or quantifying risk is often 

referred to as risk analysis [21][22], risk assessment 

[25] or risk evaluation [24][25][26]. For example, 

[29]  used risk evaluation and risk estimation 

interchangeably. On the contrary, the meaning 

ascribed to the concepts sometimes cause confusion 

when improperly defined among stakeholders [30]. 

This study preferred to use risk evaluation for risk 

quantification or qualification. 

Several studies were conducted to compare risk 

evaluation frameworks, methods or models. [31] 

derived a comparison technique that utilised 

classification matrix to compare risk assessment 

methods. The matrix utilised for the comparison 

depended on level of detail and approach to risk 

estimation of the analysed method. According to the 

authors, the 3 x 3 matrix could help user to make 

informed choice among compelling methods in non-

quantitative terms. In another study, [32] used the 

same matrix to compare risk analysis methods for 

identity management systems. Similarly, [33] 

combined the matrix with an ontology that allowed 

identification of attributes relating to risk analysis 

process. Generally, [31][33] focused on risk analysis 

methods irrespective of domain of applications. 

However, the comparison technique might be too 

generic for certain systems [13]. Yet, the outcome of 

the comparison conducted by [33][32] were neither 

stated in quantitative nor qualitative term. 

Prior to comparing risk analysis methods, criteria 

are often formulated to select methods that are 

relevant to the main objective of the comparison. 

Henceforth, this set of criteria is referred to as 

selection criteria. Surprisingly, out of the literatures 

reviewed on the subject matter, only [25][34][35] 

detailed the selection criteria used for comparison 

exercises. Then, comparison criteria are defined to 

compare the merit and demerit of methods against 

one another.  So, [20] advanced a framework for 

comparing risk analysis that derived comparison 

criteria from methods analysed. Also, [21][35] 

adopted bottom-top approach, whereby comparison 

criteria were contrived from process task and specific 

issues that the selected methods were designed to 

address. One limitation of these studies is that the 

criteria could easily become large, especially when 

unrelated methods are included in the framework. 

Rather, criteria to compare methods could be crafted 

from specific need of risk evaluation in particular 

area of interest. For instance, [13] and [36] extracted 

criteria from cloud based systems and risk 

management principles respectively. 

Generically, [19][25][31] compared risk analysis 

methods that are intended for wide-ranging domains 

of knowledge. Also, [20][37][38][39] concentred on 

risk analysis methods for securing generic 

information systems. Really, comparing risk analysis 

form general perspective allows many methods to be 

considered, but such exercise would have 

implications on the IT governance structure of 

organisations [20]. In addition, extra efforts would be 

required to excogitate the selection and comparison 

criteria. Certainly, these limitations could be 

minimised when comparison is trammelled to 

specific domain. Thus, [35][12] independently 

determined the appropriateness of some risk analysis 

methods for cloud system. Also, [40] compared risk 

assessment methods for IT project management, 

while [13] performed similar research on supervisory 

control and data acquisition (SCADA). 

Majority of the reviewed works rendered the 

outcome of their comparisons in qualitative or 

quantitative terms to foster understanding of the 

results by non-technical users.  However, [25][36] 

presented findings of their comparison in narrative 

terms which might not be easy to comprehend by 

non-experts. 

Apart from [21][35] which involved relevant 

expert in the comparison process, other authors did 

not involve experts or did not sufficiently document 

contribution of such professionals to their researches. 

Thus, it might be difficult to discern researchers’ 

subjectivisms from outcomes of their studies. 

As revealed in this review, research that used 

ranked criteria for comparing risk evaluation 

methods has not been sufficiently carried out. Also, 

researchers’ subjectivisms need to be properly 

managed at all stages of the comparison exercise. 

Though researches had been conducted in other 

aspects of computing systems or environments, the 
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review indicated lack of research that compared risk 

evaluation models purposely for access control in 

BYOD environment. 

3. Methodology 
 

The algorithm presented in Figure 1 illustrates the 

formal representation of the methodology employed 

in this study. 

 

 
 

Figure 1. Algorithm for risk evolution models comparison

 

 

3.1 . Selection of Risk Evaluation Models 
 

The researchers searched for published academic 

and professional literatures on risk evaluation, risk 

analysis or risk assessment models (methods) from 

World Wide Web (WWW) and academic databases.  

 

 

 

The retrieved documents were trimmed to 

relevant and sizeable number using the following 

criteria: 

i. the model is founded on qualitative, 

quantitative or semi-quantitative technique; 
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ii. the model is formulated to address 

information security challenge in any IT 

related domains; and  

iii. the risk evaluation algorithm or procedure 

implemented by such model should be 

freely available, which is not the case with 

enterprise editions [41]. 

 

3.2 . Criteria to Compare Risk Evaluation  

  Models  
 

This paper evolved a set of comparison criteria, 

which were categorised into core and complementary 

criteria as captured in Tables 1 and 2 respectively. 

Meanwhile, four of the core criteria were derived 

from the five characteristics of BYOD risk factors 

and countermeasures [22], which are listed as 

follows: 

i. Multiple risk factors may be considered for 

a given risk management scenario. 

ii.  Security controls differ in terms of efficacy 

to risk mitigation. 

iii. Multiple controls are sometimes assembled 

to address loophole in a risk factor. 

iv. Different risk factors including those 

belonging to same major factor might 

require differing controls. 

v. Control can operate in specific modes, i.e.  

preventive or corrective, or detective. 

 

The fifth criteria that was summarised as 

application domain of model, was arguably selected 

and categorised as core criteria due to its importance 

[20].   

 

Table 1. Core criteria for BYOD risk evaluation 

method 

Description of Criterion 

Related 

Characteristic 

[22] 

Code 

Caters for multiple threats 

from single threat source. 
i MT 

Considers the 

effectiveness of 

implemented technical risk 

countermeasures. 

ii CE 

Accounts for contribution 

of each security control in 

defence-in-depth. 

iii and vi DD 

Categorises security 

control as either preventive 

or detective control. 

v CS 

The domain of application 

of the model should be 

relevant to security of 

information system or any 

its allies [20]. 

- AP 

Correspondingly, three criteria which are basic to 

risk computation in dynamic computing environment 

like BYOD formed the complementary criteria. 

Consequently, a total of eight comparison criteria 

were used in this research. 

 

Table 2. Complementary criteria for BYOD risk 

evaluation method 

 

Description of Criterion Code 

Computes risk value from combination of 

impact of risk on enterprise system and 

likelihood of threat occurrence in addition 

to other parameters. 

RP 

Utilises simple computation procedure. MS 

Considers causal relationship among risk 

factors (e.g. relationship between network 

and mobile device). 

CR 

 

3.3 . Data Gathering and Application Setup 
 

In order to assign weight to each criterion by 

experts, this study used AHP and its corresponding 

rating scale. Hence, questionnaire comprising of 

parts A and B was developed and administered after 

initial validation by two experts. In parts A, 

demographic data of respondents were captured and 

parts B contained 28 items prepared from pairwise 

comparisons of the eight criteria using Equation 1.  

 
𝐶(𝑛, 𝑘) =

𝑛(𝑛 − 1)

𝑘
 

                   

(1) 

Where 𝑛 is the number of criteria and constant 

𝑘 = 2. Also, purposive sampling method was 

adopted to select subject experts who served as 

respondents. Broadly, respondents are academics and 

professionals with interests in information security, 

risk management or system auditing 

(administration). 

The data obtained in part B were analysed with 

AHP Application Package developed by Goepel 

[42], Version 04.05.2016. The configuration screen 

of AHP application is shown on Figure 2. 

Consolidated input (𝑝 = 0) from six participants 

were used (𝑁 = 6), together with the eight criteria 

(𝑛 = 8). Also, this study used standard nine points 

AHP rating scale (𝑆𝑐𝑎𝑙𝑒 = 1) and the threshold for 

acceptance of inconsistency (α) is set to 0.1 as 

recommended by [43].  

 

 
 

Figure 2. AHP configuration 
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3.4  Ranking of Risk Evaluation Models 
 

The risk evaluation models selected in Section 

3.1 were allocated weighted numerical value under 

each criterion, perhaps the method appropriately 

accounted for it. The values were assigned by the 

researchers, after thorough analysis of the model’s 

documentation under each criterion. Subsequently, 

the values of each model were aggregated to obtain 

its overall score using the weight assigned by experts 

to each criterion as expressed in Equation (2). 

 
𝑠𝑗 =∑𝜔𝑖𝑗

𝑛

𝑖=1

 
                     

(2) 

Where 𝑠𝑗 is total weight of model 𝑗, 𝜔𝑖 is the 

weight of model 𝑠𝑗 for  𝑖𝑡ℎ criteria, 𝑖 ≥ 1 and 𝑛 = 8. 

Along the same line with AHP, the model with 

highest weight is the most relevant for BYOD 

environment. The consistency index (CI) of the 

ranking performed by experts is computed using 

Equation 3 in accordance with [15], where λ𝑚𝑎𝑥 and 

𝑛 represent maximum Eigenvalue and order of the 

expert judgement matrix respectively.  

 
𝐶𝐼 =

λ𝑚𝑎𝑥 − 𝑛

𝑛 − 1
               (3) 

Thus, the consistency ratio 𝐶𝑅 compares 𝐶𝐼 against 

consistency index (𝑅𝐼) of randomly generated 

pairwise comparison matrix as shown in Equation 4. 

 
𝐶𝑅 =

𝐶𝐼

𝑅𝐼
               (4) 

 

4. Result and Discussion 
 

4.1 . Respondents Demography 
 

A total of six security or IT experts returned their 

completed questionnaires before six weeks 

earmarked for data collection.  

 

Table 3. Respondent general information 

Respondent 

Code 
Designation 

Experience 

Years Weight 

ln1 Academic (cyber 

security) 

6-10 2 

ln2 Network 

Administrator 

1-5 1 

ln3 IT Manager/ 

Director 

16-20 4 

ln4 
Academic 

Above 

20 

5 

ln5 Network 

Administrator 

6-10 2 

ln6 Academic (cyber 

security) 

6-10 2 

 

Therefore, general information about respondents 

extracted from part A of the questionnaire is 

presented in Table 3. For brevity, the respondents 

were assigned unique code and their years of 

experience were assigned specific weight.  Next, the 

weights were considered in computation of weighted 

geometric mean (WGM) by the AHP package. 

Coincidentally, both academics and professionals 

have three respondents each and the respondents 

resided in five countries.  Again, more than 83% of 

the participants possessed more than five years 

cognate working experience in areas relating to 

either IT management or information security. 

 

4.2 . Criteria Ranking 
 

The consistency ratio for individual respondent 

and weighted year of experience are shown in Table 

4. Also, Figure 3 showed the principal Eigenvalue, 

lambda, consistency ratio Geometric Consistency 

Index (GCI) and Consistency Ratio (CR) computed 

for all respondents while taking their years of 

experience into cognisance. Specifically, the 

consolidated consistency ratio is calculated to be 

3.4% or 0.034 which is less than 0.1 as suggested by 

[15]. Further analysis from the AHP package 

revealed that there was 77.8% consensus (see Figure 

2) among the respondents in the pairwise 

comparisons. 

 

Table 4. Respondent consistency ratio 

 

Respondent 

ln1 ln2 ln3 ln4 ln5 ln6 

Consistency 

Ratio 8% 9% 10% 7% 7% 9% 

Weight 2 1 4 5 2 2 

 

Above all, the ranking of the comparison criteria 

depended on consolidated matrix computed from the 

result of weighted geometric mean (WGM) for each 

pairwise comparison as shown in Figure 4. 

 

 
Figure 3. Overall consistency ratio 

 

Then, from the matrix, the AHP application 

generated the normalised principal Eigenvector next 

to the matrix which signified the weight of each 

criteria.  

The AHP package also presented the ranking of 

criteria according to order of importance as shown in 

Table 5. By taking advantage of the potentials of 

AHP, respondents inconsistencies were computed as 

3.4%.   
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Figure 4. Consolidated matrix and normalised 

principal eigenvector 

 

Unpredictably, criterion 1 has the highest weight 

of 26.6% and ranked first, whereas criterion 8 has the 

least weight of 2.8% and was last in the ranking. 

 

Table 5. Criteria ranking 

 

Criteria Description Weight Rank Code 

1 

Handles 

multiple 

threat from 

single source 

26.6% 1 MT 

2 

Considers 

technical 

control 

effectiveness 

24.7% 2 CE 

3 

Categorises 

control as 

preventive or 

detective 

13.0% 3 CS 

4 

Accounts for 

contribution 

of control in 

defence-in-

depth 

13.1% 4 DD 

5 

Relevant to 

pervasive 

environment 

5.0% 6 AP 

6 

Computes 

risk from 

impact, 

threat etc 

4.4% 7 RP 

7 

Utilises 

simple 

computation 

procedure 

10.4% 5 MS 

8 

Considers 

causal 

relationship 

among risk 

factors 

2.8% 8 CR 

 

4.3 . Comparing the Models  
 

Table 6 presents brief descriptions and risk 

evaluation techniques employed by 12 risk 

evaluation models that satisfied the selection criteria 

detailed in Section 3.1. Then for the comparison, the 

researchers put a checkmark under each criterion met 

by the model after thorough scrutiny as discussed in 

Section 3.4. For example, a model is deemed 

relevant to domain of application, if it is dedicated to 

access control in IT related field. Likewise, model is 

considered to be simple, if risk evaluation does not 

involve complex computation that rely on historical 

data [44]. 

Furthermore, assigning checkmark to criterion 

was guided by objectivity and this approach paved 

way for comparison of the models using weighted 

criteria as shown in Table 5. Therefore, the fact that 

some models met same number of criteria does not 

mean their total weight will be equal. For example, 

[45] and [46] got five criteria, but the total weights 

are significantly different. 

Similarly, model’s relevance should not be 

literarily adjudged based on year of development. 

Though, [47] could be considered to be among the 

oldest models, it ranked higher than seven recent 

models. Likewise, model suitability does not 

necessarily depend on domain for which it was 

developed. Evidently, [48] and [49] were developed 

for use in pervasive environment, the result exposed 

their respective gaps in addressing security 

characteristics of BYOD strategy. Once more, nine 

models were scored for their simplicity, but only two 

models accounted for defence-in-depth. It is also 

revealing that only three models accounted for causal 

relationships among risk factors, despite its 

importance to risk management in pervasive 

computing. Obviously, none of the models possessed 

all the eight criteria. 

Based on this finding, the task of comparing set of 

risk evaluation criteria for adoption in risk evaluation 

model significantly depends on comparison criteria 

developed for the exercise. Clearly, this approach to 

comparing risk evaluation models presented its result 

in concise fashion for non-technical information 

security risk analysists. Importantly, the ranking does 

not in any way discredit any model, especially under 

different operating environments or other set of 

criteria outside risk-aware access control for BYOD. 

With this in mind, it only showed their relevance to 

the purpose of this research. 
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Table 6. Comparison of risk evaluation models 

 

Author Description Risk Evaluation Technique 

Weighted Criteria (%)  

Total 

Weight 

(%)  

 

Rank 

MT 

26.6 

CE 

24.7 

CS 

13.0 

DD 

13.1 

AP 

5.0 

RP 

4.4 

MS 

10.4 

CR 

2.8 

[45] Security risk evaluation for 

information system 

Bayesian Network; Ant Colony 

Optimisation 
✓ ✓ ✓   ✓  ✓ 71.5 1 

[46] Information security 

assessment for health 

insurance company 

Analytic Network Process; Decision 

Making Trial and Evaluation 

Laboratory, Fuzzy Linguistic 

Quantifiers-guided Maximum Entropy 

Order-Weighted averaging 

 ✓  ✓  ✓ ✓ ✓ 55.4 2 

[50] Risk evaluation for generic 

purpose 

Conventional risk evaluation with 

improvement factor 
 ✓  ✓  ✓ ✓  52.6 3 

[9] Risk evaluation for generic 

information system 

Financial loss and economic indicators 

of countermeasures 
 ✓ ✓   ✓ ✓  52.5 4 

[47] Access control for 

distributed database 

Failure modes and effects analysis 
✓    ✓ ✓ ✓  46.4 5 

[51] Generic risk assessment 

model for information 

system 

Formal Safety Assessment; Analytic 

Hierarchy Process  ✓     ✓ ✓  41.4 6 

[24] Discovery of software 

security risk 

Risk rating methodology; AHP 
 ✓    ✓ ✓  39.5 7 

[49] Access control to data in 

pervasive environment 

Random walk 
✓    ✓   ✓ 34.4 8 

[52] Analyse dynamic risk profile 

in computing infrastructures 

Queueing modelling 
 ✓       24.7 9 

[48] Access control for 

Ubiquitous environment  

Risk evaluation using confidentiality, 

integrity and availability 
    ✓ ✓ ✓  19.8 10 

[53] Access control for cloud-

assisted eHealth 

Risk evaluation using confidentiality, 

integrity and availability; HL7-based 

message transfer protocol 

    ✓  ✓  15.4 11 

[54] Access control for Health 

information system 

Shannon entropy from information 

theory 
    ✓  ✓  15.4 11 

MT=Caters for multiple threats from single threat source; CE= Considers the effectiveness of implemented technical risk countermeasures; DD=Accounts for contribution of each 

security control in defence-in-depth; CS=Categorises security control as either preventive or detective control; AP=The domain of application of the model should be relevant to 

security of information system or any its allies; RP=Computes risk value from combination of impact of risk on enterprise system and likelihood of threat occurrence in addition to 

other parameters; MS=Utilises simple computation procedure; CR=Considers causal relationship among risk factors (e.g. relationship between network and mobile device). 
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5. Conclusion and Future works 
 

So, conducting comparative analysis on risk 

evaluation models is an essential task in realm of risk 

management in pervasive environments due 

proliferation of the models. No doubt, such task can 

only assist stakeholders in making informed 

decision, if the weighted criteria for the analysis 

relate to crucial components in domain of model’s 

application, while analysts’ subjectivisms and 

inconstancies are reduced to barest minimum. 

Likewise, result of the comparison ought to be 

presented in unambiguous and measurable terms. All 

things considered, ranking of models should neither 

depend on year of development nor number of 

criteria satisfied in the comparison. For the most 

part, the success of comparing existing risk 

evaluation models for implementation in any 

dynamic or security agonistic systems, including 

risk-aware access control for BYOD requires well-

defined analysis. 

Future researches could focus on how to reduce 

experts’ subjectivisms when determining whether a 

model satisfies a criterion or not, especially, 

subjective criterion like model simplicity. In 

addition, the weaknesses identified in the risk 

evaluation models considered in this paper could be 

source of inspirations to other researchers. 
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