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Abstract—Customer churn prediction is an 

important issue in banking industry and has gained 

attention over the years. Early identification of 

customers likely to leave a bank is vital in order to 

retain such customers. Predicting churning is a data 

mining tasks that require several data mining 

approaches. Churn prediction based on Artificial 

Neural Networks (ANNs) have been successful, 

however, they are affected by the noise or outliers 

present in such datasets. The effect of such noise, 

and number of training samples on churn 

prediction was investigated. Two filters were 

applied to the data, the Genetic Algorithm (GA) 

and Kmeans filter. The filtered data were used to 

train an ANN model and tested with a 30% 

unfiltered data. The performance show that the 

training performance improved when noise was 

filtered while the testing performance was affected 

by the unbalanced data caused by filtering. 

Keywords—Customer Churn, Data Mining, 

Artificial Neural Network, K-means, Genetic 

Algorithm 

I. INTRODUCTION  

A customer is identified as a churner via his/her 

transaction history analysis. any Banking system 

customers are likely to churn due to poor customer 

services, unwarranted bank charges and other 

scenarios. Customer retention is often challenging 

for organizations as the cost of acquiring a new 

customer or subscriber is higher than retaining and 

old one. However, if an organization can easily 

predict customers that are likely to leave or 

unsubscribe form their service ahead, customer 

retention strategies will be directed entirely 

towards such customers. The bank plays a vital role 

in influencing a customer’s satisfaction which 

leads to loyalty and continuous patronage, even 

referral. [1] suggested that monitoring customer 

behaviours can help organizations predict churners 

and lead to customer retention strategy creation. 

Churn prediction allows organizations to improve 

the efficiency of customer retention campaigns and 

mitigate the costs of churn. Several approaches 

have been used for Churn Prediction, including 

classification, clustering, association and rule-

based approaches. Most researchers used two or 

more algorithms in churn detection, one improving 

on the other ([2]; [3]). [4] proposed a customer 

churn prediction model based on XGBoost and 

Multi-layer Perceptron which resulted in predicting 

churn better than other state-of-art prediction 

models. [5] proposed a hybrid model of 

classification and clustering techniques, 

experiments were done for each techniques and 

results were produced and compared, the hybrid 

model produced more accurate results in 

comparison to single model. Noise affects data 

analysis leading to wrong or incorrect results [6]. 

To deal with noise in data analysis, and achieve a 

good model, data has to be filtered. [7] proposed a 

noise filtering approach that combined Tomek-link 

with distance weighted KNN (TWK) while kmeans 

clustering have been applied for data filtering due 

to its successful clustering ability [8]. However, 
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kmeans clustering algorithms performance is 

affected by the initial cluster centers which are 

randomly selected. 
In this paper, an enhanced bank customer churn 

prediction model using a Hybrid Genetic algorithm 
with K-means (GA-Kmeans) clustering and ANN 
is proposed. The GA searches for optimal cluster 
centers of the kmeans while the ANN is used for 
predicting churning. The effect of data filtering on 
the performance of ANN was also investigated in 
this paper. The remainder of the paper is structured 
as follows: Section 2 presents the review of related 
works, section 3 presents the materials and 
methods, while in section 4, the results and 
discussions were presented. Finally, in section 5, 
the conclusion and recommendations were 
presented. 

II. LITERATURE REVEIW 

There are several churn prediction models in 

banking industry and other financial institutions. 

They mostly applied data mining and machine 

learning approaches to solve the problems. [9] 

identified churn customers using some criteria 

before they unsubscribe from a service or leave the 

business. Customer churn prediction model was 

developed by analyzing historical behaviour data 

of defected customers, for early detection and 

retention purposes. They used random forests to 

build customer churn prediction models [10]. In a 

competitive world as ours, existing customer base 

and their data are priceless assets organizations 

boast of. According to [11], the cost of acquiring a 

new customer is usually high than retaining 

customer likely to churn, hence correctly 

identifying a churn customer through metrics such 

as recall, accuracy, precision and F1-score in 

customer churn detection will save the company 

from loss and enhance their customer retention 

strategies. Churn prediction challenges include; 

Capturing pattern of customer behaviour, 

especially in financial institutions. Past researches 

on churn prediction laid emphasis on predicting 

churn based on monthly, static or dynamic 

behaviour of customers. [12] claims they are 

unrealistic, as predicting churn based on monthly 

traits, might divert focus from churners who 

decide to unsubscribe at the beginning of the 

month, and using monthly traits to predict a 

customer’s likelihood of churning might not take 

daily traits in cognizance, hence reducing the 

discriminative ability and performance of the 

model. K-means have been applied for churn 

prediction in combination with other models such 

as, C5.0 with and without misclassification cost in 

addition to logistic regression and ANN. Overall, 

C5.0 with misclassification cost surpassed all 

other models in terms of accuracy.  

[13]) predicted the customer churn problem on a 

Nigerian bank datasets using WEKA tool for 

knowledge analysis. K-means clustering algorithm 

was used to cluster the data while, JRip algorithm 

was implemented in rule generation phase. 

Customer Relationship Management (CRM) helps 

employees or organization put their customer into 

consideration by offering them excellent services 

and satisfaction, which might in turn reduce 

churning. [14] developed a CRM model 

comprising of Genetic-based Data Mining (GDM) 

approach to counter some of the challenges in 

CRM. They used genetic algorithm and data 

mining in achieving their aim, by optimizing rules 

generated from C5.0 algorithm with a genetic 

algorithm to increase CRM classification time and 

accuracy, Genetic Algorithm reduced and 

improved upon C5.0 algorithm. The GDM model 

was able to find hidden data from a large chunk of 

data, equipping the researcher with information to 

serve customers better. [15] developed a robust 

classification model using Artificial neural 

network and further applied hyperparameter search 

space using Genetic Algorithm to detect suitable 

parameter settings. Results showed that applying 

hyperparameter optimization on the ANN 

classification models led to an improved rate of 

customer churn prediction. [16] designed a 

Multilayer Perceptron (MLP) model for churn 

prediction and results are further compared with 

Support Vector Machine, Naïve Bayes and 

Decision Tree. MLP-ANN outperformed other 

classifiers for both PCA and Normalize pre-

processing techniques, finally used 

InfoGainAttribute to identify the highest factor 

attribute leading to customer retention. [17] applied 

feature selection aiding him remove irrelevant 

features which aided in improving the performance 

of the model and reduced training time and 

overfitting for model construction. [18] used neural 

network model within the software package 

(Alyuda) Neuro Intelligence for customer churn 

prediction in Banking industry he claimed that 

neural network was the best fit for pattern 

recognition, image processing, optimization 

97



problems. From the review works, it is clear that 

ANN is one of the competitive models for churn 

prediction. Furthermore, the research works do not 

consider filtering the data before using them. 
 

III. MATERIALS AND METHODS 

The block diagram shown in Figure 1 shows the 

steps that were taking to achieve the aim of this 

research paper. It comprises of description of the 

data collection, description and preprocessing. It 

also involves the data filtering, model design, 

training, testing and performance evaluation. 

 

 

 

Figure 1: Proposed Methodology 

 

A.  DATA COLLECTION AND DESCRIPTION 

The Dataset for this research was obtained from 

Kaggle database. The dataset is a bank dataset used 

for churn prediction challenge. It comprises of 

10,000 bank records with ten (10) attributes of each 

customer.  Table.1 shows a sample of the dataset; 

80% non-churn and 20% churn samples. Figure 2 

shows the sample dataset with its 10 attributes. 

 

B.  DATA PRE-PROCESSING 

The dataset will be pre-processed to put the data in 

appropriate state using the following steps: 

i. Filling of any missing value(s) using 

average filling techniques. 

ii. Manual attribute selection. 

iii. Data Partitioning: Partitioning the data into 

training and testing ratio (70:30) 

respectively. 

In this paper, no missing values was found and four 

attributes were manually removed. The removed 

attributes are the Row number, CustomerId, 

Surname and Geography. The dataset was 

partitioned into training and testing in the ratio 

70:30 respectively. Figure 2 shows a sample of the 

dataset with their attributes. 

 

Figure 2: Dataset sample 

C.  DATA FILTERING 

The training dataset was filtered to reduce noise or 

outliers that may affect the model’s performance. 

An optimized K-means clustering filtering 

algorithm using Genetic Algorithm (GA) as an 

optimizer was proposed. It has been established 

that K-means clustering is sensitive to initial 

cluster centers which are generated randomly. In 

this paper, GA was used to search for optimal 

initial cluster centers. The process of data filtering 

using GA-kmeans is shown in the flowchart in 

Figure.3. 
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Figure 3: GA-Kmeans Flowchart 

 

 

D.  MODEL DESIGN: 

An Artificial Neural Network (ANN) model was 

designed for bank customers churn prediction 

using MatLab software. The model is a 

feedforward backpropagation model with 9 input 

nodes corresponding to the number of inputs, a 

single hidden layer with 10 hidden nodes and an 

output layer with one node corresponding to the 

desired output. Figure 4 shows a designed ANN 

model. The first layer uses the tansig activation 

function while the second layer uses the logsig 

activation function. The scaled conjugate gradient 

(SCG) training algorithm was used. 

 
Figure 4: A designed ANN model 

 

Mathematically, the designed ANN model is 

represented as follows: 

Let 𝑌{1, 𝑡} be the output of the model and 𝑋{1, 𝑡} 

be the input of the model where, t is the time step. 

The output of layer 1, layer 2 and the output of the 

model can be defined as follows: 

𝐿1 = 𝛷1(𝛼(𝑏1, 1, 𝑄) + 𝑊1

∗ 𝛽)                              (1) 

𝐿2 = 𝛷2(𝛼(𝑏2, 1, 𝑄) + 𝑊2

∗  𝐿1                             (2) 

𝑌{1, 𝑡}  
=   𝐿2                                                              (3) 

Where, 𝛷1 is the tansig activation function and 𝛷2 

is the logsig activation function, 𝛼  is the repmat 

function in Matlab and 𝛽 is the minmax mapping 

function between 𝑋{1, 𝑡} and -1. 

 

E.  MODEL TRAINING AND TESTING 

Three models were trained using the designed 

ANN model. The first model was trained with 

unfiltered data which has 7000 samples, the second 

model was trained using 3703 samples from 

kmeans filter while the third model was trained 

using 5281 samples from GA-kmeans filter. The 

30% reserved data (3000 samples) were used to 

evaluate the performance of the model and 

determine the effect of the filtering techniques on 

the churn prediction. 

 

F. PERFORMANCE EVALUATION 

The performance of the developed models were 

evaluated using the following evaluation metrics: 

 

 

 
1) Accuracy 

 

The accuracy of a model is the sum of the correctly 

classified positive instances and the correctly 

classified negative instances relative to the total 

number of correctly and incorrectly classified 

instances and is given as; 

𝐴𝐶𝐶 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
×  100%                    (4) 

 
2)  Sensitivity 

The sensitivity of a model measures the percentage 

of correctly classified positive instances and is 

given as; 
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 𝑇𝑃𝑅 =

 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                    (5) 

 
3) Specificity 

The specificity of a model measures the percentage 

of correctly classified negative instances and is 

given as; 

 𝑆𝑃𝐶 =  
𝑇𝑁

𝐹𝑃+𝑇𝑁
 ×

 100%                                                     (6) 
 

4) Precision 
Precision is the fraction of instances that were 

correctly classified and is given as; 

 𝑃𝑃𝑉 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 ×

 100%                                                         (7) 
 

5) Mean Squared Error (MSE) 
The MSE measures the mean of the squared 

difference between the model output and target 

output. It is given as; 

 𝑀𝑆𝐸 =  
1

𝑁
 ∑𝑁

𝑖=1 (𝑇𝑖 −

 𝑃𝑖)2                                                            (8) 
 

Where, TP (True positive) is correctly classified 

positive instances, TN (True negative) is correctly 

classified negative instances, FP (False positive) is 

incorrectly classified negative instances and FN 

(False negative) is incorrectly classified positive 

instances. N is the number of instances, 𝑇𝑖  and 

𝑃𝑖 are the target and predicted values of the ith 

sample respectively. V  

 

IV. RESULTS AND DISCUSSION 

Three categories of results were presented. The 

Filtering results, model training results and model 

testing results. The filtering results presented 

comprises of the kmeans clustering result and 

optimized kmeans clustering using GA.  

 

A. Filtering Results 

Figure 6 shows the confusion matrices of 

kmeans clustering and GA-kmeans clustering 

respectively. Kmeans clustering performance 

shown in Figure 6(a) shows that the TP, TN, 

FP, and FN are 3299, 404, 2258 and 1039 

respectively. Similarly, for GA-kmeans 

clustering (Figure 6(b)), the TP, TN, FP, and 

FN are 5131, 150, 426 and 1293 respectively.  

 

       

 
     a) Kmeans clustering   b) GA-Kmeans 

clustering  

Figure 6: Confusion matrices of kmeans and GA-

kmeans     

The result show that 47.1% of the training data 

were filtered as noise or outiers when kmeans 

clustering was used while, when GA-kmeans was 

used, the only 24.6% of the training data was 

filtered out. This indicated that the optimized 

kmeans clustering improved the detection of 
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outliers due to the optimal initialization of initial 

cluster centers. Figure 7 shows the convergence 

curve of the GA used fpr optimizing the kmeans. 

The curve shows the minimum fitness value 

obtained and the iteration where convergence too 

place. The optimum fitness value obtained is 

0.2456 at the 11th iteration. 

 

 

 

Figure 7: Convergence Curve 

 

 

Table 1 is the summary of results obtained by the 

two clustering techniques evaluated in this work. 

The result shows the MSE, accuracy, sensitivity, 

specificity and number of samples. The optimized 

GA-kmeans filtering achieved an accuracy of 

75.4% with an MSE of 0.2456 while kmeans 

filtering achieved an accuracy of 52.9% with an 

MSE of 0.4710. The training data after filtering 

using GA-kmeans is 5281 representing 5131 

normal customers and 151 churn customers. For 

kmeans, 3703 samples were obtained after training 

representing 3299 normal and 404 churn 

customers.  

 

 

Table 1: Filtering Results Summary 

Clustering 

Algorit

hm 

MSE Accuracy (%) Sensitivity 

(%) 

Specificity 

(%) 

Number of 

Samp

les  

GA-Kmeans 0.2456 75.4 92.30 10.4 5281 

Kmeans 0.4710 52.9 59.40 28.00 3703 

 

B. Training Results 

Three models were trained and compared with a 

view of identifying the best model. The models are 

ANN model, kmeans-ANN model and GA-

kmeans-ANN model. The training results obtained 

are shown in the confusion matrices in Figure 8 and 

a summary of the performances of the models are 

calculated and shown in Table 2. The results show 

that training the churn prediction models without 

data filtering (ANN model) obtains a precision and 

accuracy of 86.7% and 85.8% respectively. Also, 

kmeans-model obtained a precision and accuracy 

of 99.99% and 99.90% while the GA-kmeans-

ANN model obtained a 100% precision and 

accuracy. The result indicated that there is a 

significant increase (14.2%) in training accuracy as 

the noise of the training data reduced. Furthermore, 

the improvement in training accuracy for GA-

kmeans-ANN against kmeans-ANN indicated that 

more noiseless training data improves the 

performance of the models. 
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a) ANN    b) Kmeans-ANN    c) GA-

Kmeans-ANN 

Figure 8: Confusion matrices for ANN, kmeans-

ANN and GA-kmeans-ANN 

 

 

Table 2: Performances of Trained Models 

C. Testing Results 

Figure 9 show the confusion matrices of the testing 

carried out on the training models for ANN and   

Kmeans-ANN respectively and Figure 10 shows 

the confusion matrix for GA-kmeans-ANN model. 

Table 3 shows the results calculated from the 

confusion matrices for the tests. The test   

results show that the model trained with ANN 

performs better in terms of precision, accuracy, 

 sensitivity and specificity followed by the 

GA-kmeans-ANN model and lastly the kmeans-

ANN model. The accuracy of the ANN model is 

85.9%, 76.6% for GA-kmeans-ANN and 52.10% 

for kmeans-ANN model.  

  

      

 
 

a) ANN b) Kmeans-ANN 

Figure 9: Confusion matrices for ANN and 

kmeans-ANN 

 

Models Precis

ion 

(%) 

Accurac

y (%) 

Sensiti

vity 

(%) 

Specif

icity 

(%) 

ANN 86.70 85.80 96.90 42.70 

Kmean

s-ANN 

99.99 99.90 100.00 99.50 

GA-

Kmean

s-ANN 

100.0

0 

100.00 100.00 99.30 
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         Figure 10: Confusion matrices for GA-

kmeans-ANN 

 

Table 3: Model Testing Results 

D. Discussion of Results 

Table 4 shows the combined training and testing 

results obtained during the experiments. It 

includes the Number of Training Samples (NTS), 

accuracy, precision, sensitivity and specificity for 

ANN, kmeans-ANN and GA-kmeans-ANN 

respectively. From the results as shown in the 

model comparison chart in Figure 11, the highest 

training sample results in the lowest training 

performance as shown in the blue curve. This is 

attributed to the noise or outliers present in the 

training data. In contrast, as the training sample 

increases, the test performance reduces as shown 

in the green, red and blue curves respectively. This 

is attributed to the balance in training and testing 

samples. The lesser the difference, the better the 

testing result. 

 

         

 

Table 4: Performance Evaluation Results 

 

 

 

V. CONCLUSION  

In this paper, an enhanced bank customer churn 

prediction model is proposed using optimized 

(GA-Kmeans) filtering and Artificial Neural 

Network (ANN). The effects of data filtering on 

the performance of ANN models for bank 

customers churn prediction. The dataset was 

first preprocessed by manually removing 

attributes that are not useful and partitioning of 

the data into training and testing in 70:30 

respectively. The training data were filtered 

using kmeans clustering technique and 

0

50

100

150

P
er

fo
rm

an
ce

(%
)

Filtering Models

FILTERING PERFORMANCE 
CHART

ANN (7000)

KMEANS-ANN (3703)

GA-KMEANS-ANN (5281)

Models Prec

ision 

(%) 

Accura

cy (%) 

Sensit

ivity 

Specifi

city 

ANN 87.1

0 

85.90 96.70 41.90 

Kmeans-

ANN 

75.8

0 

52.10 59.10 23.70 

GA-

Kmeans-

ANN 

80.8 76.60 92.90 10.80 

     

MODELS NTS Accuracy Precision Sensitivity Specificity 

Trainin

g 

Testin

g 

Trainin

g 

Testin

g 

Trainin

g 

Testin

g 

Trainin

g 

Testin

g 

ANN 7000 85.8 85.9 86.7 87.1 96.9 96.7 42.7 41.9 

KMEANS-

ANN 

3703 99.9 52.1 99.99 75.8 100 59.1 99.5 23.7 

GA-

KMEANS-

ANN 

5281 100 76.6 100 80.8 100 92.9 99.3 10.8 
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optimized GA-kmeans clustering technique. 

The effect of the clustering techniques were 

evaluated and compared with un-filtered data. 

The results show that the training performance 

improved as the noise in the data reduces while 

the testing results were not improved with 

filtering. This is because the imbalance between 

the positive and negative classes affected the 

testing results. To improve the result of the 

developed model, the classes of the filtered data 

will be balanced using an appropriate data 

balancing technique and the performance will 

be compared with unbalance dataset. 
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