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Abstract—The primary user emulation attack (PUEA) is 

one of the most common attacks affecting the physical layer 

of the cognitive radio network (CRN). In this attack, a 

malicious user or a selfish user mimics the signal 

characteristics of the primary user (PU) to deceive the 

legitimate secondary user (SU) causing it to leave the 

available channel while the real PU is absent hence, detecting 

this attacker is vital in building a real CRN. In this paper, 

the PUEA is detected based on the Time difference of Arrival 

(TDOA) localization technique using the particle swarm 

optimization (PSO), novel bat algorithm (NBA), and the 

modified particle swarm optimization (MPSO) to minimize 

the localization error from the TDOA measurement and 

comparison is made among the three algorithms in term of 

the localization accuracy, convergence rate, computation 

time via simulation using the MATLAB simulation tool by 

running the monte Carlo 1000 times. The performance of the 

techniques was evaluated using the mean square error 

(MSE) and cumulative distribution function (CDF) and the 

MPSO algorithm out-performed the PSO and the NBA 

Keywords— Cognitive Radio Network, Primary User Emulation 

Attack, Time Difference of Arrival (TDOA), Modified Particle 

Swarm Optimization (MPSO), Novel Bat Algorithm (NBA), 

Particle Swarm Optimization (PSO).  

 

I.  INTRODUCTION  

The cognitive radio (CR) technology helps in alleviating the 

spectrum scarcity problem faced by wireless networks by 

allowing for the opportunistic use of the spectrum holes in the 

licensed band by the unlicensed users thus, enhancing better 

spectrum utilization [1-3]. However, this promising technology 

is faced with some security challenges one of which is the 

primary user emulation attack (PUEA) where a malicious or 

selfish user mimics the primary user (PU) signal characteristics 

to deceive the secondary users (SUs) to leave the channel while 

the real PU is absent [4]. This attacker aims at causing a denial 

of service to the legitimate SUs, degradation of the quality of 

service, bandwidth wastage, and possibly degrade the practical 

implementation of the CR technology [5] therefore, this attacker 

must be detected and eliminated from the CR network.  

In this paper, we developed an optimal technique for detecting 

and localizing the PUEA in the IEEE 802.22 networks. The 

IEEE 802.22 is the first worldwide effort to define a standardized 

air interface based on the CR techniques to allow the utilization 

of the white spaces in the TV channel and exploit them to  

 

provide wireless broadband access to rural areas on an 

interference-free basis [6, 7]. The technique is capable of 

detecting the PUEA at any location within the CRN 

communication range. The system model comprises the PU 

network which is a TV tower with two TV receivers at fixed 

positions, an SU network that comprises the CR base station, and 

a set of randomly distributed SUs at fixed positions. The PUEA 

is detected and localized based on the TDOA localization 

technique. Each SU makes spectrum sensing and sends its 

recorded measurements to the CR base station, which collects 

the measurements, and applies the cross-correlation method to 

extract the TDOA values. The MPSO, PSO, and NBA 

algorithms are then used to minimize the cost function error 

provided from the TDOA measurements and provide an accurate 

estimation of the unknown transmitter position which can be a 

PU (TV tower) or an attacker with reduced computation time and 

localization inaccuracy.  

These algorithms are based on solving the unconstrained 

optimization minimization localization problem. It also adapts to 

CRN network expansion and solves this complex localization 

problem and finds the optimal solution. Lastly, the localization 

accuracy and the convergence rate of the three algorithms are 

compared to find the optimal technique for PUEA detection. 

This paper aims at contributing the following:  

• Localization of the PUE in the IEEE 802.22 CRN based on 

the TDOA localization technique. 

• Minimization of the localization error from the TDOA 

measurement using the PSO, NBA, and MPSO algorithms.  

• Reduction of the computational complexity and the 

spectrum sensing time using the MPSO algorithm.  

• Defense against the PUEA by comparing the position of the 

PUE with the known SUs positions to know which SU is 

performing the emulation so it can be eliminated for the 

network. 

• Comparison to know the optimal schemes between the PSO, 

NBA, and the MPSO algorithms in terms of their 

localization accuracy, convergence speed, and 

computational time. 

The rest of this paper is organized as follows: a brief review of 

the related works is presented in section II, followed by the 

Problem formulation and system model in section III, in section 

IV we presented the mathematical model for detecting the 

PUEA, followed by a discussion of the optimization algorithms 

used for minimizing the localization error in section V, section 

VI summarizes the detection procedure for the PUEA detection 

and the performance metrics used for evaluation, in section VII, 



the results and discussion of the results are presented and finally, 

the conclusion is drawn in section VIII.  

II. REVIEW OF RELATED WORKS  

The localization of unknown transmitters has been intensely 

discussed in the research field. The localization techniques can 

be classified into two major categories [8] these are the range-

free and range-based techniques. The range-free techniques have 

the advantage of less complexity, effective cost, and less 

computational time however, they are less accurate. On the other 

hand, the range-based techniques are more complex, takes 

longer time to compute, more costly but are highly accurate [9].  

In detecting the PUE in CRNs, localization accuracy is very 

keen. Therefore, most researchers have employed the range-

based techniques for detecting the PUE in CRNs. The range-

based techniques rely on angle and distance as the main 

parameters for localizing a node [10]. These techniques include 

[9, 11, 12], the received signal strength (RSS), time of arrival 

(TOA), angle of arrival (AOA), and time difference of arrival 

(TDOA). In the RSS technique, the received signal (RS) is 

measured and then by using an appropriate path loss, these 

measurements are transformed into distances. The RSS method 

is easy to implement as it does not require additional hardware 

[13], however, it can only be effective when the network size is 

small that is, less than 2 km. Also, they are susceptible to high 

errors due to indoor/outdoor environments. Furthermore, it 

requires hundreds to thousands of cooperating stations and the 

cooperation among a large number of users is unpredictable [14]. 

In the AOA technique, the position is calculated by estimating 

the angle of arrival of a signal at the receiver without having 

prior knowledge of the distance separating the transmitter from 

the receiver [10]. This method is dramatically affected by the 

multipath effect and it also requires antenna arrays at the 

receiver. The TOA method localizes the attacker with the aid of 

velocity and time that radio signal transverses between the 

transmitted and received times of a signal [13, 15]. The TOA 

technique is very accurate however, synchronization is required 

at both the source and the receivers this implies a high hardware 

cost. Besides, line of sight (LoS) is assumed between the source 

and the receivers [16]. The TDOA is a modification of the TOA, 

it makes use of the difference in time of arrival of a signal at 

multiple receivers [17, 18]. TDOA takes advantage of the cross-

correlation to measure the difference in the TOA of a transmitted 

signal at two or more pairs of nodes. It requires a minimum of 

three nodes to locate a transmitter in a two-dimensional (2-D) 

space [19]. The three nodes give 2 TDoA measurements. The 

TDOA localization technique has the highest form of accuracy 

in localizing a source signal [20]. As compared to the TOA, the 

TDOA is less expensive because time synchronization is not 

required at the source. Furthermore, it can be used to localize a 

source signal over a long communication range such as in the 

IEEE 802.22 network [6, 17]. However, the TDoA 

measurements are corrupted with Gaussian error due to the 

environmental considerations thus the estimation of the PUE in 

CRNs becomes an optimization problem [21].  

In recent times, many optimization algorithms have been 

developed which are applied in different applications in medical, 

science and engineering. These algorithms are nature-inspired 

such as the genetic algorithm (GA), PSO, ant colony 

optimization (ACO), Cuckoo search algorithm (CSO), bee 

colony optimization (BCO), Differential Evolution (DE), 

Harmonic Search (HS), Simulated Annealing (SA), Bat 

Algorithm (BA), Firefly Algorithm (FA), to mention but a few 

[14]. These algorithms have also been engaged in the PUEA 

localization. [16]. In [22], the author proposed a detection 

technique based on the TDOA localization technique using the 

Taylor series estimation (TSE) for minimizing the localization 

error from the TDOA measurements. The author provided a 

method for solving the synchronization problem with the TDOA 

localization technique nevertheless, the TSE has two major 

drawbacks which are: (1) the need for careful choice of initial 

value as this will determine the convergence of the algorithm, 

(2) it exhibits slow convergence, high complexity, and low 

position accuracy. To further improve on the location accuracy 

and increase the convergence rate, the author in [21] proposed a 

detection method based on the TDOA using the firefly algorithm 

(FA), the algorithm offers better accuracy and faster 

convergence than the TSE and could be used in the IEEE 802.22 

network albeit, the localization error was quite high and it could 

not detect the PUEA when located close to the PU. To further 

reduce the localization error, and increase the convergence rate, 

the author [14]. The author considered various PSO approaches 

and compared the best seven approaches in terms of their 

accuracy. The approaches were very efficient in defining the 

attacker when located inside the CRN however, the authors 

failed to consider when the PUEA is close to the PU. The author 

in [23] proposed a detection method based on the TDOA values 

using the NBA, he used the algorithm to determine the 

detectability of the attacker when located inside and outside the 

CRN. The method could easily define the attacker when located 

inside the CRN but has a high localization error when the 

attacker is located outside the CRN. Hence, this paper aims at 

developing a detection technique capable of detecting and 

localizing the PUEA when located inside and outside the CRN 

with minimum localization error and a fast convergence rate.  

III.  PROBLEM FORMULATION AND SYSTEM 

MODEL  

The system model comprises the PU network with a TV tower 

as the transmitter and two TV receivers, and the CR network 

composed of a CR BS and N static SUs at specified locations and 

they communicate with the CR BS as shown in Figure 1 The CR 

BS knows the positions of the PU and each SU.  The CRN range 

varies from 30 km to 100 km and the PU is located outside the 

CRN at a distance of 30km to 150 km.  

 

 

Figure 1: System model for the PUEA detection 

The following users exist in the system:  

• Primary User (PU): licensed user of a particular spectra 

band.  

• Secondary User: the unlicensed user which seeks to take 

advantage of the spectrum hole(s).  

• Primary User Emulator (PUE): this can either be a 

malicious or selfish user which aims at preventing the SUs 

from accessing and using the available spectrum holes. It can 



receive the PU signal, mimic it, and thereafter, transmit its 

signal with the same signal features as that of the real PU.  

The position of the emitted signal source is calculated and 

compared with the position of the real PU. If the location is the 

same, then the real PU is transmitting, otherwise, it is the PUEA. 

The following assumptions were made for the detection of the 

PUEA in the system:  

• The CRN does not have any knowledge about the attacker’s 

strategy.  

• The PUEA can be located either inside or outside the SU 

network.  

• The PU and the PUEA have similar radio behavior.  

• The CR BS knows the PU and each legitimate SU’s 

positions.  

.  

IV. THE MATHEMATICAL MODEL FOR 

DETECTING THE PUEA  

The Time difference of arrival (TDOA) localization technique is 

employed for localizing the PUEA. The TDOA takes advantage 

of the cross-correlation technique to obtain the difference in the 

time of arrival of a signal at two or more pairs of nodes. In 2-D 

space, a minimum of three nodes is required to obtain the TDOA 

values. To locate the transmitter, the TDOA provides two 

hyperbolic curves which usually will intersect at a point which 

is the location of the transmitter. Figure 2 shows the basic 

concept of PUEA localization.   

 

Figure 2: TDOA based detection of the PUEA 

 

The TDOA measurement between the signals received at the 𝑖𝑡ℎ 

SU and the CR BS is [16]:  

 

𝜏𝑖 = 𝑡𝑖 − 𝑡0   (1) 

Where 𝑡𝑖, is the TOA of a signal at the ith SU, and t0 is the TOA 

of a signal at the CR BS  

Multiplying equation (1) by the speed of light (c), we have the 

actual range difference between the ith SU and the PUEA when 

the CR BS is taken as the reference node as: 

𝑑𝑖,0 = 𝑐(𝑡𝑖 − 𝑡0) = 𝑐𝑡𝑖 - 𝑐𝑡0= 𝑑𝑖 − 𝑑0 (2) 

Equation (2) can be written as,  

𝑑𝑖,0 = √(𝑥 − 𝑥𝑖)2 + (𝑦 − 𝑦𝑖)2 − √(𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2 (3) 

The TDOA measurements are corrupted with Gaussian error due to 

environmental consideration as given in equation (4):  

𝑟𝑇𝐷𝑂𝐴,𝑖 = 𝑑𝑖,0 + 𝑛𝑇𝐷𝑂𝐴,𝑖 (4) 

𝑛𝑇𝐷𝑂𝐴,𝑖 is an additive white Gaussian noise (AWGN) with zero 

mean and variance equal 𝜎2  given as (Ghanem 2019);  

𝜎2 = 𝜎𝑖
2 + 𝜎0

2, (5) 

𝜎𝑖
2  ≥  

1

8𝜋2. 𝐵2. 𝑆𝑁𝑅𝑖
 , (6) 

 

𝑆𝑁𝑅𝑖 =  𝑆𝑁𝑅0 −  𝛥𝐿𝑝(𝑑𝐵), 

   

  (7) 

 

and,  

𝛥𝐿𝑝(𝑑𝐵) = [44.9 − 6.55(ℎ𝑡)]log [
𝑑𝑖

𝑑0

] (8) 

 

Where, 𝜎𝑖
2 is the variance of the measurement at the 𝑖𝑡ℎ SU, 𝜎0

2 

is the variance of the measurement at the CR BS, 𝐵 is the 

bandwidth of the TV signal, 𝑆𝑁𝑅𝑖 is the signal to ratio at the 𝑖𝑡ℎ 

SU, 𝑆𝑁𝑅0 is the signal to noise ratio at the CR BS, 𝛥𝐿𝑝(dB) is 

the path loss calculated from the Hata model for suburban 

regions which is the path loss model for IEEE 802.22 network, 

and ℎ𝑡 is the height of the transmit antenna.  

The position of the unknown transmitter is given by estimating 

X given 𝒓𝑇𝐷𝑂𝐴 and it is formulated as an optimization problem 

that involves minimizing an objective function representing the 

localization precision. The objective function for localizing the 

unknown transmitter is given as [14];  

The estimated location of the unknown transmitter (𝑥̃, 𝑦̃), is the 

value that minimizes the objective function given in equation 

(9).  

V.   OPTIMIZATION ALGORITHMS FOR THE 

LOCALIZATION ERROR MINIMIZATION  

The estimation of (𝑥̃, 𝑦̃) involves using an optimization 

algorithm. The PSO, NBA, and MPSO algorithms were used to 

obtain the position of the unknown transmitter.  

(a) Particle Swarm Optimization (PSO) Algorithm  

PSO is a widely used optimization algorithm because it is very 

simple to use and efficient. It was proposed by Eberhart and 

Kennedy in 1995, inspired by the social behavior of swarm such 

as the school of fish or flocks of birds. The PSO searches the 

space of an objective function in equation (9) by adjusting the 

trajectory of the individual particles. Each particle is denoted by 

four vectors in the search space namely: the current position, 

particle’s best location (𝑝𝑏𝑒𝑠𝑡), global best (𝑔𝑏𝑒𝑠𝑡), and velocity. 

The total number of birds of fish is called the swarm size. In each 

iteration (t+1), each jth particle updates its position and velocity 

according to equations (10) and (11) [24]  

𝑣𝑗
𝑡+1  =  𝑤 ∗ 𝑣𝑗 

𝑡 +  𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑗
 −  𝑥𝑗

𝑡)  + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑗
 − 𝑥𝑗

𝑡), 

 

(10) 

𝑥𝑗
𝑡+1  =  𝑥𝑗

𝑡  +  𝑣𝑗
𝑡+1, (11) 

where, 𝑣𝑗𝑡
  is the jth particle’s velocity, 𝑥𝑗𝑡 is the position of the 

jth particle, 𝑤 is the inertia weight taken as 0.9, 𝑐1 and 𝑐2 are the 

acceleration constants (that is, the cognitive coefficient and social 

factor respectively) that determine the attraction of the particle 

towards  𝑝𝑏𝑒𝑠𝑡 and 𝑔𝑏𝑒𝑠𝑡 respectively, 𝑐1 = 2 𝑎𝑛𝑑 𝑐2 = 2, 𝑝𝑏𝑒𝑠𝑡𝑗 and 

𝑔𝑏𝑒𝑠𝑡𝑗 are the best locations found by each particle and the whole 

swarm respectively, 𝑟1 and 𝑟2 are two random numbers between 

𝑓(𝑥̃, 𝑦̃)  =  ∑ (𝒓𝑇𝐷𝑂𝐴  −  √(𝑥̃  − 𝑥𝑖)2  + (𝑦̃  −  𝑦𝑖)2  

𝑁

𝑖=1

+ √(𝑥̃  −  𝑥0)2  +  (𝑦̃  −  𝑦0)2)
2

 

         

(9) 



0 and 1. The particle with the best fitness value is the location of 

the PUEA with minimum error.   

PSO has three main disadvantages in solving optimization 

problems. They are [14]:  

• Slow convergence rate   

• Low accuracy  

• Trapping in local minima.  

Therefore, modifying the PSO parameters is important to 

increase the convergence rate, accuracy, and the ability not to 

trap it in the local minima.  

A. (b) Modified Particle Swarm Optimization (MPSO)  

In this paper, the w is modified according to equation (12) given 

in [25] in order to improve the performance of the PSO algorithm 

𝑊(𝑡)  =  𝑤𝑖𝑛𝑖𝑡𝑖𝑎𝑙  ∗  𝑒
−𝑎[

𝑡
𝑡𝑚𝑎𝑥

]
𝑏

 

 

      (12) 

 
where, a = 2, b = 1.5, and 𝑤𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 0.4, 𝑡𝑚𝑎𝑥 is the maximum 

iteration, and t is the current iteration. 

The acceleration coefficients are modified as follows: 

𝑐1  =  𝑐1initial
 + [

𝑐1end
 −  𝑐1initial

𝑡𝑚𝑎𝑥  
]  ∗  𝑡, (13) 

 

𝑐2  =  𝑐2initial
 + [

𝑐2end
 −  𝑐2initial

𝑡𝑚𝑎𝑥  
]  ∗  𝑡, (14) 

 

where, 𝑐1initial
= 2.5, 𝑐1end

= 0.5, 𝑐2initial
= 1.25, 𝑐2end

= 2.25    

(c) Novel Bat Algorithm (NBA)  

 The NBA is one of the efficient optimization algorithms which 

can be used to minimize equation (9). It was developed to 

improve the performance of the Bat Algorithm. it involves 

integrating the Bats habitat choices and self-adaptive allowance 

for Doppler Effect in echoes in the fundamental event when a 

viewer steps forward in relation to its source. The idealized rules 

for the mathematical development of NBA are as follows [26]:  

• The bats in the swarm will compensate for the doppler 

effect in echoes.  

• In various habitats, bats in the swarm of NBA can 

forage by stochastic selection.  

• Depending upon the proximity of the target/prey, all 

bats can adjust and adapt compensation rate.  

All the N Bats denoted by their position 𝑥𝑖𝑡and with velocities 𝑣𝑖𝑡 

at time t, searches for food in the 2-D search space. The NBA is 

used is localize the unknown transmitter by using the 

echolocation feature of Bats and solving the cost function given 

in equation (9). New solutions are generated as follows:  

fi = fmin + (fmax - fmin) * rand (0,1) (15) 

𝑣𝑖
𝑡+1 = 𝑣𝑖 

𝑡 + (Gbest - 𝑥𝑖
𝑡) * fi (16) 

𝑥𝑖
𝑡+1 =  𝑥𝑖

𝑡 +  𝑣𝑖
𝑡+1             (17) 

VI.  PUEA DETECTION PROCEDURE AND 

METRIC PERFORMANCE EVALUATION  

(a)  PUEA detection Procedure  

We deployed 100 SUs random in the network. The procedure for 

detecting the PUEA is given in figure 3.   

 

Figure 3: Flowchart for the PUEA Detection 

(b) Metric Parameter for Performance Evaluation  

In this paper, we evaluate the performance of the PSO, NBA, 

and MPSO algorithms for the PUEA detection and using the 

Mean Square Error (MSE) and cumulative distribution function 

(CDF).   

(i)  Mean Square Error (MSE)   

The MSE is a suitable metric for evaluating the performance of 

a localization or positioning technique [14]. It is used to calculate 

the difference between the actual or expected result and the 

estimated or calculated result. Given that the location PUEA is 

estimated n times, such that we have the population of 

coordination calculated as (𝑋1, 𝑌1), …, (𝑋𝑛, 𝑌𝑛), then, the mean 

of the calculated coordinates is calculated using equation (18). 

𝑥̅  =  
1

𝑛
∑ 𝑋𝑖  ,

𝑛

𝑖=1

 𝑦̅  =  
1

𝑛
∑ 𝑌𝑖  ,

𝑛

𝑖=1

 
(18) 

 

The MSE of the estimated location is given by equation (19) 

 

 

 

 

Where (x,y) is the actual location of the PUEA. 

 

𝑀𝑆𝐸(𝑥̅, 𝑦̅)  =  𝐸[(𝑥̅  −  𝑥)2  +  (𝑦̅  − 𝑦)2] 
 

(19) 

(ii) Cumulative Distribution Function (CDF) 

The CDF depicts the probability that a real-valued random 

variable Z evaluated at z will have a value less than or equal to z 

and is given as: 

𝐹𝑍(𝑧)  =  𝑃(𝑍 ≤ 𝑧) (20) 

where 𝐹𝑍(𝑧) is the CDF of the numerical random variable Z, 

and 𝑃(𝑍 ≤ 𝑧) is the probability distribution evaluated at a 

value less than or equal to z, z is the variable of the error 

distance in meters. 

The CDF increases from 0 to 1 and it describes the 

performance of the PSO, NBA, and the MPSO algorithms 

relative to the distance error in meters. 

(b)  Simulation Results and Discussion  

The PSO, NBA, and MPSO are used to minimize the cost 

function given in equation (9). To compare the accuracy of the 

algorithms, the MSE is calculated and the plot is shown in figure 



4. In figure 4(a), it can be seen that after 10 iterations, the MSE 

for the PSO, MPSO, and NBA are 211m, 6.5m, and 8m 

respectively. This implies that the PSO is less accurate compare 

with the MPSO and NBA, and the MPSO is a more accurate 

technique. Also, after 150 iterations, the MSE for the PSO, 

MPSO, and NBA are 27m, 6.5m, and 7m respectively which 

shows that the PSO requires more iterations to be performed to 

give a minimum error and hence, a larger spectrum sensing time 

which leads to difficulty in the detection of the attacker 

especially when the PU does not leave its channel for a long 

time.   

 
(a) MSE when the PUEA is located inside the CRN 

  
(b) MSE when the PUEA is located outside the CRN 

Figure 4: Graph of MSE vs. Number of Iterations 

 

Similarly, the accuracy of the algorithms is also compared given 

that the PUEA is outside the CRN. As seen in figure 4b, after the 

10th iteration, the MSE for the PSO, MPSO, and the NBA are 

2500m, 20m, and 100m respectively This implies that it is a bit 

difficult to detect the attacker when it is not inside the CRN 

however, with the MPSO algorithm, the attacker can be more 

easily defined even when the attacker is close to the PU because 

it gives a small localization error while the high MSE value 

given by the PSO and NBA implies that the attacker is more 

likely not to be detected when close to the PU and this may lead 

to a high probability of false alarm. Also, after the 150th iteration, 

the PSO, MPSO, and NBA gives an MSE of 160m, 20m, and 

30m which has greatly reduced as compared with the MSE after 

the 10th iteration. This implies that the higher the number of 

iterations, the smaller the MSE, the larger the spectrum sensing 

time. Howbeit, the MPSO gives an MSE of 20m both after the 

10th and the 150th iteration which implies that after the 10th 

iteration the MPSO gives it minimum error and hence helps save 

the spectrum sensing time with a better accuracy level.  

Figure 5(a) shows the variation of the CDF vs Distance error 

(meters) for the PSO, NBA, and the MPSO algorithms when the 

PUEA is located inside the CRN at (7000m,1500m) with 100 

cooperating SUs and 150 iterations.  It is seen that the MPSO has 

a better performance than the PSO and the NBA. For example, 

at CDF equals 0.8, the distance error corresponds to 7m, 10m, 

and 17.5m for the MPSO, NBA, and PSO respectively. Thus, the 

MPSO reduces the localization error when the PUEA is located 

inside the CRN. In like manner, figure 5(b) shows the variation 

of the CDF vs Distance error (meters) for the MPSO, NBA, and 

PSO algorithms when the PUEA is located outside the CRN at 

(45000m,0m) with 100 cooperating SUs and 150 iterations. At 

CDF equals 0.8, the distance error for the PSO, NBA, and MPSO 

are 170m, 40m, and 18m respectively. This high distance error 

obtained shows that it is quite difficult to detect the PUEA when 

located outside the CRN however with the MPSO, the attacker 

can be easily detected when located outside the CRN with very 

minimal localization error.  

 
 

(a) CDF plot when the PUEA is located inside the CRN

 

b) CDF plot when the PUEA is located outside the CRN 

Figure 5: Graph of CDF vs. Distance error (meters) 

  

VII.  CONCLUSION  

The CR technology will help in alleviating the spectrum scarcity 

problem as it provides for the opportunistic use of the spectrum 

holes or white spaces in the licensed band by the unlicensed user 

and thereby enabling the reliable connection of more wireless 

devices to the radio spectrum. However, the CRN is faced with 

many security threats one of which is the PUEA which aims at 

causing a denial of service to the SUs. In this paper, we focused 

on detecting this attacker by using the TDOA localization 

technique, we also used the PSO, NBA, and MPSO algorithms 

to minimize the localization error and compared the accuracy 

and convergence rate of the three algorithms. Simulation results 

show that the MPSO is more accurate and shows faster 

convergence than the PSO and NBA thus, it is an optimal 

technique for detecting a static PUEA located both inside and 

outside the CRN.   
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