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Abstract : Statistical tools play greater roles in the assessment of models for all items or variables for the purpose
of prediction or drawing inferences about the goods or variables. Leaves, Plant height, Number of tillers, Root, Leaf
s area etc are some of the plant attributes that are of great concern to Agricultural researchers because of their
immense but varying role they play in plant growth which subsequently affect the plants. In this paper; we wish to
establish the best statistical model for Dauro cereal crop considering the plant height, leaf’s areas, number of leaves
and number of tiller’s contributions to the model using Ameriya prediction criterium. It was observed that dropping
the number of leaves would lead to obtaining the best of the models for Dauro Crop. It was also discovered that the
worst model would be obtained when leafs square area was excluded. Thus, the best of the models for Dauro Crop
is given by the equation Y = –0.09519 + 0.03125 X1 + 0.000264 X2 + 0.004795 X4

It was also discovered that the worst model would be obtained when leafs square area as plant attributes was
dropped. It is therefore significant that when number of tiller is excluded the best model for Dauro crop will be
obtained.

Introduction

It has been convincingly proved that some arable crops solely depend on plants attributes such
as plant height, number of Tillers, number of Laves, stalk numbers, spacing, leafs area and
varieties. What one crop relies on or counts as significant attribute that contribute in no small
measures to the yield is what reduces the yield in another crop. For example, it was proved that in
Maiwa crop plant height is insignificant plant attribute to get the best model but that number of
leaves is one of the significant plant attributes that contributes in no small measure, to its best
model. (Busari. A.F; Abubakar .U; and Cole A.T; 2010) that is inclusion of Plant height leads to
poor model. According to Rizzi Laura (2008) stated that the followings lead to error in the matrix.
if (i) Relevant variables are excluded (ii) Irrelevant variables are excluded (iii) An incorrect
functional form is used That is some models may not require linear equations to fit the data set but
some other forms. Similarly, Ogunremi (1970) Exclaimed that Pod number/unit area is an impor-
tant covariate that determines the yield in Pod producing crops. In fibers crops such as KENAF,
it is the plant height that determines the significant yield (Baker, 1970). While in cotton, it is the
number of bolls that determines the yield (Garder and Tucker, 1967). However, there is no point
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doubting the fact that the leaves stem and roots are significant plant organs/attributes of a plant.
Hence, we should accept a strong relationship between these attributes and the yield. The relation-
ship within these attributes is another source of variation that could affect having a good fit. If
there is correlation between two or more covariates, then there is possibility of
MULTICOLLINEARITY. And this affects the goodness-of-fit of a model. These and other nec-
essary factors shall be considered to establish the best model for Dauro crop.

Method of data collection

The data used in this paper was secondary data obtained from the institute for Agricultural
Research (IAR, Ahmadu Bello University, Samaru, Zaria. According to the Institute documen-
tary, three varieties (V1, V2 

and V3) were planted in different treatment combinations using four
different spacing (S1, S2, S3, and S4). In the experiment a plot constitute six (6) ridges each of
which is of size 6m × 6m and a replication of plots of size 69m × 4m. From the two central
ridges, data were collected while the first two ridges and the last two ridges serve as discards.
Three seeds per hole were planted on top of the ridges and well covered with top soil to prevent
rodents from eating the seeds. Fertilizer N and P2O5 were applied in blanket form. Immediately
after the germination, thinning was done and vet ox 85 was spayed to prevent insects and
hoeing was frequently and thinning done. Each net plot was numbered according to the number
of tillers. The data is as shown in appendix-1.

Literature Review
Regression Analysis

This is a technique that is used establish if there exist linear relationship between the depen-
dent variable o regressors, Predictors or covariates while, the independent variable could be
referred to as a response to as a response or yield. Regression analysis is generally classified into
two that is Simple and multiple linear regression analyses, having the same assumptions about
the error term. In this paper multiple regression analysis would be used because we are consid-
ering more than one independent variable this will lead us to obtaining a probabilistic model.

According to Sarah P. Otto and Tony day (2007) Stress that modeling in Ecology and
Evolution, the probabilistic model contains a random component which accounts for the error
of the deterministic component. This random component accounts for measurable and immea-
surable variations of the model. Hence the regression analysis model is probabilistic in nature
because it includes the error term. The model is as written below.

yij = β0 + β1x1 + β2x2 + ... + βkxk + eij (1)
Where yij = is the response or yield or dependent variable
xi = is the predictor, regressor, covariate or independent variable
β0 = is the intercept on the y — axis
βi = is the ith coefficient of regression
eij = is the error term
The β0 and βi are the unknown population parameters which can be estimated using the least

square method as stated below or matrix method
From the equation above, the intercept on the y-axis is –0.09209 while the yield increases by
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D: No. tillers(X3) 2.03 0.5074
E: Leaf sq.area(X4) 1.35 0.2574
Each R squared quantifies how well that X variable is predicted from the other X variables (ignoring Y).
VIF is calculated from R squared.
All R squared values are low (<0.75). The X variables are independent of each other.
Multicollinearity is not a problem.****
Multiple Regression Results; what equation fits the data the best ?
Y = 0.003651 + 0.0003079 X2 – 0.001730X3 + 0.005289 X4

How good is the fit? R squared = 16.29%.
This is the percent of the variance in A: Yield(Y) explained by the model.
The P value is 0.4024, considered not significant.
The P value answers this question:
If there were no linear relationship among the variables, what is the chance that R squared would be that high (or
higher) by chance?
Since P is high, the rest of the results will be of little interest.
Sum-of-squares 0.003956; SD of residuals 0.01572; R squared 0.1629
Adjusted R squared 0.0060; Multiple R 0.4037; F 1.0382
Is multicollinearity a problem?
Variable VIF R2 with other X
C:No. Leaves(X2) 1.58 0.3653
D:No. tillers(X3) 1.98 0.4955
E:Leafsq.ar(X4) 1.35 0.2573
Each R squared quantifies how well that X variable is predicted from the other X variables (ignoring Y).
VIF is calculated from R squared.
All R squared values are low (<0.75). The X variables are independent of each other.
Multicollinearity is not a problem.***
Multiple Regression Results; what equation fits the data the best?
Y = –0.07708 + 0.02880 X2 + 0.0004801 X3 + 0.004706 X4

How good is the fit? R squared = 19.95%.
This is the percent of the variance in A:Yield(Y) explained by the model.
The P value is 0.2998, considered not significant.
The P value answers this question:
If there were no linear relationship among the variables, what is the chance that R squared would be that high (or
higher) by chance?
Since P is high, the rest of the results will be of little interest.
Sum-of-squares 0.003783; SD of residuals 0.01538; R squared 0.1995
Adjusted R squared 0.0494; Multiple R 0.4466; F 1.3291
Is multicollinearity a problem?
Variable VIF R2 with other X
B: Plant height(Xl) 1.07 0.0638
D:No. tillers(X3) 1.34 0.2556
E:Leafsq.are(X4) 1.27 0.2118
Each R squared quantifies how well that X variable is predicted from the other X variables (ignoring Y).
VIF is calculated from R squared.
All R squared values are low (<0.75). The X variables are independent of each other.
Multicollinearity is not a problem.***
Multiple Regression Results; what equation fits the data the best?
Y = –0.09519 + 0.03125X1 + 0.0002645X2 + 0.004795X4

How good is the fit? R squared = 21.95%.
This is the percent of the variance in A:Yield(Y) explained by the model.
The P value is 0.2526, considered not significant.
The P value answers this question:
If there were no linear relationship among the variables, what is  the chance that R squared would be that high (or
higher) by chance?
Since P is high, the rest of the results will be of little interest.
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Sum-of-squares 0.003689; SD of residuals 0.01518; R squared 0.2195
Adjusted R squared 0.0731; Multiple R 0.4685; F 1.4997
Is multicollinearity a problem?
Variable VIF R2 with other X
B: Plant height(Xl) 1.05 0.0457
C:No. Leaves(X2) 1.05 0.0454
E:Leafsq.are(X4) 1.01 0.0124
Each R squared quantifies how well that X variable is predicted from the other X variables (ignoring Y).
VIF is calculated from R squared.
All R squared values are low (<0.75). The X variables are independent of each other.
Multicollinearity is not a problem.**
Multiple Regression Results; what equation fits the data the best?
Y = –0.08781 + 0.03075X1 + 0.0001482X2 + 0.002084X3

How good is the fit? ; R squared = 8.92%.
This is the percent of the variance in A:Yield(Y) explained by the model.
The P value is 0.6729, considered not significant.
The P value answers this question:
If there were no linear relationship among the variables, what is the chance that R squared would be that high (or
higher) by chance?
Since P is high, the rest of the results will be of little interest.
Sum-of-squares 0.004304; SD of residuals 0.01640; R squared 0.0892
Adjusted R squared –0.0815; Multiple R 0.2987; F 0.5225
Is multicollinearity a problem?
Variable VIF R2 with other X
B: Plant height(Xl) 1.07 0.0680
C:IMo. Leaves(X2) 1.49 0.3294
D:No. tillers(XS) 1.53 0.3449
Each R squared quantifies how well that X variable is predicted from the other X variables (ignoring Y).
VIF is calculated from R squared.
All R squared values are low (<0.75). The X variables are independent of each other.
Multicollinearity is not a problem.

APPENDIX-2

Table-1 : Data on Measurement of Dauro Cereal Crop

S/NO YIELD(Y) PLANT NO. OF NO. OF LEAFS SQUARE
HIEGHT (X1) LEAVES (X2) TILLERS (X3) AREA (X4)

1 0.0388 3.14 27.6 2.0 0.630
2 0.0207 3.22 39.8 3.0 0.989
3 0.0550 2.94 43.8 5.0 5.370
4 0.0226 3.12 43.8 5.0 5.370
5 0.0187 3.10 56.6 4.0 1.536
6 0.0085 3.30 38.6 2.0 1.249
7 0.0043 2.96 48.2 3.0 1.631
8 0.0409 3.12 51.0 4.0 1.476
9 0.0505 3.06 60.2 5.0 1.547

10 0.0275 3.14 60.2 4.0 1.547
11 0.0353 3.12 49.4 2.0 1.348
12 0.0161 2.84 39.0 3.0 1.196
13 0.0138 3.02 42.8 4.0 1.494
14 0.0104 3.18 44.2 5.0 1.096
15 0.0165 3.02 52.2 6.8 1.874
16 0.0035 3.02 33.8 2.0 0.905
17 0.0105 3.00 45.2 3.0 1.076
18 0.0040 3.00 50.4 4.0 1.704
19 0.0070 2.74 60.6 5.0 1.486
20 0.0072 2.88 41.6 3.6 1.121


