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Preface

It 1s our great pleasure to introduce the proceedings of the Second Edition of the International
Conference on of the IEEE Nigeria Computer Chapter, held during October 14—17, 2019, at the
Ahmadu Bello University, ABU, Zaria, Kaduna State, Nigeria. This conference drew together
researchers and developers from both academia and industry - especially in the domains of
computing, networking and communications engineering.

The theme of IEEEnigComputConf'19 was “The Role of Computing in the Evolution and
Development of Emergent and Alternative Technologies” and was organised by the Department
of Computer Engineering, Faculty of Engineering, Ahmadu Bello University, Zaria and
technically co-sponsored by the Computer Science Chapter of the Institute of Electrical and
Electronics Engineers (IEEE), the Nigeria Section.

The technical program of IEEEnigComputConf'19 consisted of 90 full papers in oral
presentation sessions in the main conference tracks and 2 keynotes presentations.

The major conference tracks were:

* Track 1 - Control and Optimizations

* Track 2 - Algorithms and Machine Learning

* Track 3 - IoT, Image Processing, Cryptography and Networking
* Track 4 - RF, Power, Proof-of-Concept

Apart from the high-quality technical paper presentations, the technical program also featured
two keynote speeches and one invited talk. The two keynote speakers were Professor Rasheed
Gbenga JIMOH, Professor of Computer Science and Dean of Faculty of Communication and
Information Sciences, University of Ilorin, Nigeria and Professor Marco A. Wiering, Department
of Artificial Intelligence, University of Groningen, Groningen, The Netherlands. It was also a
great pleasure to work with such an excellent organising committee, who put in very hard work
in organising and supporting the conference. In addition, the work of the Technical Programme
Committee is also greatly appreciated: they completed the peer-review process of technical
papers and compiled a high-quality technical programme.

We strongly believe that the [IEEEnigComputConf'19 provided a good forum for all researchers,
developers and practitioners to discuss recent advancements in computing, networking and
communications engineering. We also expect that the future IEEEnigComput conferences will be
as successful and stimulating, as indicated by the contributions presented in this proceeding.

October 2019
Nasir Faruk
Y. A. Sha'aban
I.J. Umoh
E. A. Adedokun
Bamidele Oluwade
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Big Data Analytics: Emerging Strategy for the Ubiquitous Computing Era

Rasheed Gbenga JIMOH, Ph.D.
Department of Computer Science
University of Ilorin, Nigeria
Jimoh_rasheed@unilorin.edu.ng

ABSTRACT

Due to the fact that individuals and organizations
(corporate/public) are dealing with data in high volume, velocity
and varieties. This is applicable to the capturing, storing and
processing/analysis of such data. Currently, over 2 billion people
worldwide are connected to the Internet, and over 5 billion
individuals own mobile phones. By 2020, 50 billion devices are
expected to be connected to the Internet. As information is
transferred and shared at light speed on optic fiber and wireless
networks, the volume of data and the speed of market growth
increases. However, the fast growth rate of such large data
generates numerous challenges, such as the rapid growth of data,
transfer speed, diverse data, and security. Nature has therefore forced it on us the
approach of big data analytics. Hence, this paper discusses big data analytics as a strategy
for sustaining the ubiquitous computing era.

Keywords: Big data analytics, Strategy, Ubiquitous, Computing, Era
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ABSTRACT

Reinforcement learning (RL) algorithms enable an agent to
learn to play games from its interaction with a specific game
simulator and the obtained rewards during game-play. This
approach has been successfully used to create computer players
which are better than human experts in many types of games
such as Go and StarCraft II. Most RL algorithms make use of
value functions that are trained using the experiences of the
agent to predict the future cumulative reward given that an
action is selected in a state, which allows for selecting the most
promising action. Because games usually contain a huge
amount of possible states, RL algorithms are generally

combined with function approximation techniques such as
(deep) neural networks to approximate the value function. In this presentation, we will
first look at the advantages and disadvantages of using human engineered features and
hallow neural networks compared to using raw game data such as pixels and deep neural
network architectures. Then, our novel deep RL algorithms are described and their
competitive results on a benchmark of Atari 2600 games are shown.
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Abstract — Electricity consumers are often faced with the administrator module is handled by an authorized Electricity

problem of inaccuracy and delay in monthly billing due to the
drawback in reading pattern and human errors. Thus, it is
essential to have an efficient system for such purposes via
electronic platform with consideration to proximity. The
proposed system automates the conventional process of paying
electricity bill by visiting the Electricity Board which is tiresome
and time consuming. It is also designed to automate the
electricity bill calculation and payment for user convenience.
The system is developed with Microsoft Visual Studio using C#
as the base programming language which can be used to
develop websites, web applications and web services. The
Microsoft Structured Query Language (SQL) server is also used
for creating back-end database. The system would be having
two logins: the administrative and user login. The administrator
can view the user’s account details and can add or update the
customer’s information of consuming units of energy of the
current month in their account. The Admin has to feed the
system with the electricity usage data into respective users
account. The system then calculates the electricity bill for every
user and updates the information into their account every
month. Users can then view their electricity bill and pay before
the month end.

Keywords —Billing system, bill payment, C#, e-payment, internet
billing, 10T, PBS, SOL

I. INTRODUCTION

The Electricity Online Bill Payment web application is
provided to all the users who want to pay their electricity
bill. This web application can reduce the pressure of the
user to stand in queues for bill payment and charges. This
limitation has led to the development of a small model that
enables the user to perform all the payment of bills and
charges sitting at the comfort of his/her own desk. The
importance of an Electricity Online Bill System cannot be
over emphasized because its calculation reflects the exact
power consumption for prospective consumers, and in
monitoring the billing details of electricity consumers [1]. It
provides an environment to maintain the consumer details
starting from receiving bill, making bill payments and so on
[2]. Consumers can lodge complaint and make their bill
payments just by logging into the system.
system to capture data related to the consumer’s profile in
order to assign an identification code with transactions
relating to power billing. It constitutes various modules,
among which the administrator and consumer module are
integral. The consumer is granted access only through the
username and password created from the first visit to the
online system, or while registering at the web portal. The

Board employee, in order to grant request relating to
validating every transaction online and to order or confirm
payment via the electronic system.

The Microsoft Visual Studio and Microsoft Structured
Query Language (SQL) server will be used as front end and
back end databases respectively for developing the project.
Microsoft.

Visual Studio is primarily a visual design environment which
will be used for creating the graphical user interface. The
Microsoft SQL server is a structured query language-based
client/server relational database. It can be used to efficiently
create and manipulate database systems. Figure 1 shows a
simple block diagram of the proposed online billing system:

ELECTRICITY ONLINE
BILLING HOMEPAGE

FIGURE 1. PROPOSED ON-LINE BILLING SYSTEM

II. LITERATURE REVIEW

Various empirical and theoretical studies have been
undertaken at the national and international level to
analyze various online bill payment systems. The
studies mainly focus on online bill payment systems
such as: an online power billing system, an e-payment
system, a mobile based billing system and so on. These
services have not only improved the satisfaction level
of customers, but it has also helped in reduction of
processing time and transaction time. The survey of
literature review covers some major works that have
been carried out on online electricity billing. These
include but are not limited to:

In [3] this paper presented the design and
implementation of a web-based application with online
capability called Power Billing System (PBS). PBS is a
solution system developed with Microsoft Visual Web
Development and Microsoft Access with Structured
Query Language (SQL) for back-end database. In [4]
the paper, proposed an online payment scheme which
uses the traditional e-payment infrastructure but which
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reveals no payment information to the seller. In [5] this
paper presented the design of an advanced centralized
billing system using Internet of Things (IOT). In [6]
this paper, the author first identified some vulnerability
in the mobile billing system. The proposed system can
achieve authentication, non-repudiation, and fairness,
which are desirable requirements for an undeniable
mobile billing system. The billing system design based
on internet environment was proposed by [7].
Concerning the performance of four network scenarios
for billing purposes was presented and discussed by [8]
and the result shows that the environments that use
differentiated services are both convenient for
customers and service providers. The authors of [9]
also trying to improve the e-payment system with a
smart card. In this paper, the third party can link a
payment to a corresponding withdrawal to prevent
money laundering and blackmailing.

III. PROPOSED METHOD

This section gives the detailed design and
operation of the proposed system. It also explains
in details the operation and functions of each
module in the proposed system.

A. Proposed System

Considering the anomalies into the existing system,
a computerized system is built using Asp.Nnet with
C# as a base language. The system enhances and
upgrades the old existing system by increasing its
efficiency and effectiveness. The software improves
the working methods by replacing the existing
manual system with the computer-based system.
The proposed system automates each and every
activity of the manual system and increases its
throughput. Thus, the response time of the system is
less and works very fast. The system uses a quick
response with very accurate information regarding
the user’s electricity bill information. The proposed
system has a very user-friendly interface; thus the
user will feel very easy to work on it. The software
provides accuracy along with a pleasant interface.
The transactions reports of the system can be retried
as and when required. Thus, there is no delay in the
availability of any information, as whatever will be
needed, can be captured quickly and easily.

The Microsoft Visual Studio will be used as a front
end and The Microsoft Structured Query Language
(SQL) as back end for developing the project.
Visual studio is primarily a visual design
environment. This design environment will be used
to create text boxes, buttons and adding support
codes in the respective modules (the administrator
and user modules). The Microsoft SQL server is a
powerful database application with which the user
can efficiently create and manipulate database
systems.
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B.  System Modules and their Description

The system comprises of two major modules, which are
further divided into sub- modules. They are as follows:

1. Administrative Login: In the administrative login,
the administrator has the authority of the system.
The administrator can add, delete notifications and
update the system. The administrator performs the
following functions on the system:

e Consumers Registration: The Admin will register
the consumer by entering the consumer’s basic
registration details such as: Name, Contact
Address, Residential Address, Consumer type,
Password and Email Address.

e View Registered Users: The Administrator can also
view all the registered users in the system, make
necessary updates and update the bill status of the
consumers.

ii. Consumer Login: Consumers can login into the
system and perform the following tasks:

e View Bill: Consumers can view their balance
electricity bill amount of each month.

e  Consumption Calculation: Consumers can calculate
the total amount of units they consume in a month
using a consumption calculator.

e Bill Calculation: Consumers can calculate the total
number total amount that he/she will pay based on
the units consumed, using a bill calculator.

C. Database Design and Tables

Many physical database design decisions are implicit or
eliminated when the database management technology is
chosen to use with the information system that is being
designed. Since many organizations have a standard for
operating systems, database management system, and data
access languages, only choices that are not implicit are dealt
with in the given technologies. The primary goal of a
database design is data processing efficiency.

There are four different tables used for storing different
records in the system. They include: Consumer Table,
Administrator Table, Bill Charge Table, and Bill Calculation
Table. Tables 1 to 4 show the consumer table, bill charge

table, administrator table and bill calculation table
respectively.
TABLE I: CONSUMER TABLE
Field Name Data Type Size Constraint
User id Integer Nil Nil
Consumer id Integer Nil Nil
Firat Name Varchar 50 Nil
Last Name Varchar 50 Nil
Username Varchar 50 Nil
Password Varchar 50 Nil
Email Address Varchar 50 Nil
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Contact Varchar 50 Nil
Address
City id Int - Nil
TABLE II: BILL CHARGE TABLE
Field Name Data Type Size Constraint
Bill id Integer Nil Primary Key
Bill Number Integer Nil Nil
Fix Charge Integer Nil Nil
Maintenance Integer Nil Nil
Charge
Total Charge Integer Nil Nil
Total Unit Integer Nil Nil
TABLE III: ADMINISTRATOR TABLE
Field Name Data Type Size Constraint
Customer id Integer Nil Primary Key
City Varchar 50 Nil
State id Integer Nil Nil

TABLE IV: BILL CALCULATION TABLE

Field Name Data Type Size Constraint
Bill Number Integer Nil Nil
Bill Date Integer Nil Nil
Amount Integer Nil Nil
City Integer Nil Nil

These are the tables which are used in the development
for storing different records. Every table has a primary key
for storing a unique record.

Consumers are classified based on their mode of
consumption and by tariff classification. Electricity tariff is
defined as the rate at which energy is selling to the
consumers (Othman, et a/ 2015). Usually electricity tariff are
fixed by Government. In Nigeria Electricity consumers are
divided into five categories namely: Residential,
Commercial, Industrial, Street Lighting and Special Tariff
respectively.

D. Formal Model of Proposed System

The formal model of the proposed system is represented
in flowchart diagrams. All these models will give the
conceptual view of and provide the graphical analysis of the
user’s requirements. As a major modeling tool, entity
relationship diagrams helps in the organizing of the
functional elements of the system into entries and also define
the relationships between the entities. This process will
enable the analyst to understand the database structure so
that data can be stored and retrieved in the most efficient
manner. The flowchart shows the flow of data from external

Page

entities into the system. It also shows how data moves from
one process to another as well as its logical storage. Figures
2 and 3 shows the flowchart activity of the administrator and
consumer respectively.
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Aodmin Login

1 walid

If walid

Pl1ain Page

1

Wiew Consuwurmers Page

1

Bill Calculatiomn

1

Logout
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FIGURE II. ACTIVITY DIAGRAM OF THE ADMINISTRATOR

Start

1
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If Wwalid

Main Page
i

Wi Eill

1

Consumpticor
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1

Bill Payrment

+

Losout

1
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FIGURE III. ACTIVITY DIAGRAM OF THE CONSUMER

E.  System Architecture

The system architecture gives the overview of the
organizational system that shows the system boundaries,
external entities that interact with the system, and the major
information that flows between the entities and the system.
Figure 4 shows the system architecture of the system
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FIGURE IV. SYSTEM ARCHITECTURE OF THE SYSTEM

IV. SYSTEM IMPLEMENTATION AND OPERATION

The implementation was done using Microsoft Visual
Studio and SQL server for backend application. The system
captures information related to energy demand, payments,
and so on, from various level of organization with the aim of
capturing it from as close to the source as possible.

The system consists of two login pages namely: the
administrator page and the consumer page. The system
operation is described as follows:

e After connecting online, the application starts by
displaying the homepage. There after the username
and password are requested for the specified status
(the consumer or administrator). If it is a new user,

pionakas =g Qg -

& DI A Endles a
e - —_—

HOME  ABOUTUS  SERVCES  CONTACTUS

&€ 5 0 | b

€ ectrical 0

Seach. ol il consume 264 units.
Appliance Watts. How Many? HoursiDay
Categories. e &l 1 2ns v

7
» e ser egstion e g 1

> consumption calculator clofn dryer 1000 2 s v

» bl calouatr desiopoonputer 100 2 v

» Dew comnecton equest
dshvasher 1200
> tserlogn
eecic ete 1200

Page

the user will have to register by filling all the
required registration details.

e If the password and username details are valid, the
consumer then gets access to the main page. On the
main page, the consumer can:

1. View his/her bill status

2. Use the consumption calculator to calculate the
total amount of units he/she will want to consume.
Figure 5 shows the consumption calculator page.

FIGURE V. CONSUMPTION CALCULATION PAGE

The user starts by selecting the appliance he/she uses on
daily basics. The wattage of each of the appliance is
provided. If a particular appliance is not listed, the user can
select the ‘others’ option and insert the wattage of that
particular appliance. The calculator now calculates the total
amount of wattage of all the appliances based on the
selections made by the user. The user now selects the total
number of the appliances that he/she has and the total time
per day he/she uses the appliances. The consumption
calculator now uses this information to calculate the total
units consumed in kWh. The consumption calculator uses
eqn. (1) to calculate the total unit consumed in kilo Watt
hour (kWh) per month:

Who AR |

— = ¥ )

m 1000 ‘
Where:

Kwh/m is the total kWh per month

A is the total wattage of the appliances;
B is the number of appliances;

C is the number of hours used daily.

From Figure 5 the total units consumed using eqn. (1), is
calculated as follows:

For the Television:

Total kWh consumed = [(150 % 1 x2) = 1000] x 30
Total kWh consumed = 9 kWh per month.

For the Ceiling fan:

Total kWh consumed = [(75 x 1 x 4) + 1000] x 30
Total kWh consumed = 9kWh per month

For the Cloth dryer:

Total kWh consumed = [(1000 x 2 x 4) = 1000] x 30
Total kWh consumed = 240 kWh

For Desktop computer

Total kWh consumed = [(100 x 2x 1) + 1000] x 30
Total kWh consumed = 6 kWh
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The total kWh consumed for the month = 9kWh + 9 kWh B is the grand tatal bill in Naira,
+ 240 kWh + 6 kWh

Total kWh consumed for the month = 264 kWh per @ is the maintenance f ee,
month

d is the fixed charge,
3. Use the bill calculator to calculate the total amount

he/she will pay based on the units consumed as [ is the unit charge (kWh).
shown Figure 5. The total billing charge can be
computed by using (eqn. 2).

Y= quw

Where: From Figure 6, the grand total bill calculated using eqn.
(3) is given as:

Grand total bill in Naira =50 + 10 + 2640 + 300 + 0
Grand total bill in Naira = 3000

5. After the grand total bill is calculated, the consumer

( ij is the VATl charge,and T is the miscellaneous

y isthe total bill charge in Naira

@ isthe tarif f (unit cost), and @ i g4
total units consumed (kWh/m)?

From Figure 5, the total tariff is ¥10.00 therefore the then clicks the ‘pay now’ button. The consumer is
total blll in Nail'a fOr 264 kWh per moﬂth using eqn. 2 iS then directed to the Internet Payment Gateway page
given as: where he/she makes payment for the electricity bill.

Total bill in Naira = %10.00 x 264 kWh _— g

Total bill in Naira = N¥2640 EEA G 0 b #

4. After the total bill is calculated, the consumer then v
Clcks on the “Pay Now button. This wil direct the mandy's PayXpress Gateway

user to the bill information page, where other
charges such as the maintenance fee charge, fixed
charge, and Value Added Tax (VAT) charge are
added to the unit charge give the grand total bill the
consumer will pay. Figure 6 shows the bill
information page.

plaase provide your pavment dedals below fo confinue
t B ' id

o [ e

9060 Qd L] B
FIGURE VII. INTERNET PAYMENT GATEWAY PAG

6. After the payment has been successfully made, the
e m consumer then gets a 12 digit token code which will
be sent to the notification bar in the profile page of
the consumer. Which the consumer will enter into
the power meter. The consumer can then
successfully logout out of the system.

V. CONCLUSION

Usability testing was part of the post implementation

FIGURE VI BILL INFORMATION PAGE . . .. .
review and performance evaluation for the Electricity Online

The grand total bill is calculated using eqn. 3 Bill Payment System, in order to ensure that the intended
= a1 users of the newly developed system can carry out the
B = axdxuxprz (3)  intended task effectively using real data so as to ascertain the

acceptance of the system and operational efficiency. It caters
for consumers’ bills and also enables the administrator to

Page | 23

Where:



Proceedings of the 2nd International Conference of the IEEE Nigeria Computer Chapter:
IEEEnigComputConf'19: Ahmadu Bello University, Zaria, Nigeria, October 14-17, 2019

generate monthly reports. It is possible for the administrator
to know the consumers have made payment in respect of
their bills for the current month, thereby improving the
billing accuracy, reduce the consumption and workload on
the Electricity Board employees or designated staff., increase
the velocity of electricity distribution, connection, tariff
scheduling and eliminates variation in bills based on market
demand. The conceptual framework allows necessary
adjustments and enhancement maintenance to integrate
future demands according to the technological or
environmental changes with time. It manages the consumers’
data and validates their input with immediate notification
centralized in Electricity Board offices across the nation.
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Abstract— This study presents a new generator's Power
System Stabilizer design methodology of a single machine
infinite bus. A dual input power system stabilizer genetic
algorithm based (GAPSS4B) is analyzed, it performance is
improved as compared to the single input genetic Algorithm
based Stabilizer (GAPSS) over different operating points. The
optimal parameters of both GAPSS and GAPSS4B are
obtained by minimizing the bode plot of the transient model of
SMIB with help of genetic algorithm (GA). The proposed
technique is evaluated against the single input genetic
algorithm-based PSS (GAPSS) at a SMIB considering system
parametric uncertainties. The simulation results show that the
proposed dual input GAPSS provides improved performance
as compared to single input GAPSS.

Keywords-- Dual input power system stabilizer, genetic
algorithms, low frequency oscillations, time domain, SMIB
System

I. INTRODUCTION

To enhance dynamic stability of power systems, power
system stabilizers (PSS) need to be Apply so as to damp out
rotor oscillation within the range of low frequencies (Usually
0.2-2.5 Hz) due to disturbances are used for years. Excitation
system that is incorporated in the Single input PSS of a
generator, is one of various methods used to stabilize power
system oscillations. One of the efficient way to enhance the
power system stability is Excitation control also known as
Automatic Voltage Regulator (AVR) [1]. Conventionally,
automatic voltage regulator controls generator output
regardless of the perturbations, as such the output voltage
and reactive power can be preserved at a desired values [1].
The action of the Automatic Voltage Regulator in steady
state, the generator’s speed deviation of the power system is
almost zero. Though, in the transient state, the rotor angle
changes causing the rotor to swings therefor the entire
oscillate, and affect terminal voltage of the generator. Rotor
Oscillation in the power system generally can be addressed
by employing Power System Stabilizer (PSS) that has AVR
in the generator, as such the oscillation can be damp out
Rotor speed is usually used as the pss input and its output is
fed into the AVR input. PSS was found very effective tool
for improving generator's oscillation [4]. Though, the
effectiveness of the conventional PSS becomes un-optimal
because of the variations in system parameters due to

Page

N. Magaji
Department of Electrical Engineering
Bayero University
Kano, Nigeria
nmagaji2000@gmail.com

frequent change in load [1]. Delta-Omega (rotor speed
deviation input) PSS is frequently used. Compensation
technique is commonly used in optimizing the Delta-omega
PSS [1], [2]. This is the most straightforward approach,
easily understood and implemented in the field. However,
the gain setting is obtained by trial and error approach [2].
The optimization technique adopted in this research work is
genetic Algorithm to optimize pss parameters

The performances of the single and double input pss
GAPSS and GAPSS4 respectively are analyzed and
compared in order to demonstrate the effectiveness of
GAPSS4B in contrast to GAPSS. Genetic algorithm is
known to be very effective optimization tool, Optimal tuning
of PSS parameter is carried out with the help of genetic
algorithm. This study deals with a design methodology for
the stability enhancement of a SMIB as a base system, using
dual input PSS (PSS4B), where GA is used in tuning its
parameters. To show the simulation results, single machine
infinite bus (SMIB) is use as base to show the performance
of the proposed technique.

II. SMIB SYSTEM UNDER INVESTIGATION

Single machine infinite bus is the most suitable and
simple machine used in demonstrating the effectiveness of

Transmission Line

N

EXCITER
U
VOLTAGE
REGULATOR

Generator
D)
T

power system stabilizer, it is made up of a generator sending
power to the infinite bus connected by a transmission line,
bellow is the schematic diagram given in fig. 1.

Fig. 1 Single Machine Infinite Bus

To study the electromechanical behavior of a generator
and power system single machine infinite bus system will be
the simple system to be used. The model developed by
Heffron- Philips of a SMIB system was used to investigate
the effect of frequency oscillation within the range of 0.2-
2.5 Hz and to test the effectiveness of the propose pss tuning
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technique, but the linear model will be used to tune the pss

parameter[5].

III. DYNAMIC MODEL OF

DOUBLE INPUT POWER SYSTEM STABILIZER

State space model of the system for small disturbances

was derived from the transfer function of Fig. 2 bellow.

.
T\ Ms+ K,

Ko

Ao D 1 I Tt PSS
AP, ual Inp

Fig.2 SMIB system and dual input pss
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NOMENCLATURE

il = Synchronous speed
& = Synchronous angle
F = Input Mechanical power
=
F = Dutput electrical power
=
A = Inertia
E =10 axis voltsge
L]
= Field wolags
E,
E’ = Transient voltage of O axis
L]
T’ = Transient time constant of O axis
da
= Exaitation system gain
Kﬁ El ¥ E#
T = Excitation system time constant
2
[ = Terminal voltage
4 = Reference voltages of excitation system
e
T = Mechanical torgus
-
CPES = Corventional powsr systern stabilizer
GAPSS = Zenatic algarithm power system
stabilizer
GAPSS4E = Dual inputs Genetic Algorithm power
system stabilimer
(=1 = Zenatic algarithm
ITAE = Integral of time multplied Absolute
value of the Emor
F5E = Powwer System Stahilizer

The non-linear model of the system can be linearized
about any particular operating point. The equations bellow
describes the steady state of the model

The system Nonlinear Dynamic Model is given as in (1)
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To find the dynamic linear model of the system, the
non-linear model has been linearized around a normal
operating point. The linearized model given in (2), and
the state space model is given as in (3).

AS = w,Aw
_ -AP,-DAw
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IV. POWER SYSTEM STABILIZER (PSS)

To enhance in damping out rotor oscillations of the a
generator in the power system, Power System Stabilizer
(PSS) is introduced. The power system stabilizer produces an
electrical damping torque (ATe) in phase with the speed
deviation (Aw) so that it amend the rotor swing [4]. In this
study, PSS4B and PSS are developed.

A. Conventional power system stabilizer (CPSS)

The rotor oscillations of the synchronous generator can
be damped using Conventional Power System Stabilizer by
controlling its excitation [8]. To model the CPSS, the
nonlinear system in Fig. 3 is used, the model comprises of a
first filter (low pass), gain (k), second filter (washout high
pass filter), third filter (lead-lag) and a limiter [9]. The
amount of damping produced is determined by the general
gain of the pss. Low frequencies present in the delta-omega
signal is removed by washout high-pass filter. The lead-lag
transfer functions is used for the compensation of phase lag

generator.
A ; ) ]:,15+1 - ZI3S+1 A’m_’ VP:r
o i vasho TMSH Td i [imiter
g Lead-lag 1

Lead-lag 2

Fig. 3 Conventional power system stabilizer

B.  Dual input power system stabilizer

Generator speed deviation and change in active
power are commonly used as pss inputs, in both local and
inter-area oscillation mode. When the former is used as
input it has some advantages and short comings likewise
the latter. In this work the combination of both is
proposed. The parameter optimization should not be
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separate because unexpected instability may happen at
the oscillation mode. We optimized the pss input signal
together in this work.
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Fig. 4: Dual input power system stabilizer

limiter

V. GENETIC ALGORITHMS

Genetic algorithm is one of the optimization technique
used in searching for a global optima. It mimic the operations
of natural selection in genetics. It works on a population of
individuals in which individual is selected at random and it’s
performance is sought, from the characteristics or objective
function of the population, the fitness that is performance of
each individual is calculated, From the individual
performance a fitness value is obtained given by the
objective function. The fittest individual has greater chance
to survive and successively jump to the next generation
continuously reducing the search focus to the region of best
performance known as global optima or the fittest individual.
Through genetic operators need to be apply in order to
further modify the selected individuals. The genetic
operators are selection, mutation and crossover, which are
apply in order to ensure the successive generations. GA is
good optimization tool, as it converges at the global optima
unlike the conventional optimization tool which may
converge at local optima.

A.  GA operations

In nature, procreation and selection make individuals that
adopt the environment to survive, and those that could not
withstand the environment to pass a way. To use GA in
solving a particular problem the following steps is followed:
initialize the population (chromosomes) ‘p’ at random, each
individual at the current populations is decoded and from it
the fitness function, then selection which is done in
accordance to their fitness value to form next generations,
then new created individuals supersedes the current
population using genetic operator, i.e. selection crossover
and mutation.

1) Selection: From Darwin’s theory of evolution only
the best indibidual can survive and move to the next
generation to creat the new offspring according to the theory
of natural selection. The selection of best chromosome
methods is employed in this theory, for example steady state
The best chromosomes or the fittest individual has greter
chance of survival.

2) Crossover: Crossover is also known as
recombination. It is used to combine the chromosomes of
two parent of the current genration at a particular point to
produce two offspring, this done just to get new solutions
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that will pass to the next generation. Crossover is
demostrsted bellow between twoo parents A and B.

Parent A 0000101
Parent B 11101001
Child A oo101001
Child B 11000101

3) Mutation: This is a genetic operator used in
maintaining diversity of a given generation to the next, by
altering one or two gene of a single individual as
demostrated for a child A.

Child 4 21011

MNew Child A 01111

All the three genetic operators described above
operates several times until the offspring found to be the
best i.e. most fittest will put back the entire populations. If
fresh solution of chromosome is developed, the new
generation that totally replaces the parents are considered as
the solution. It is important to know that genetic operator
must be repeated until the population converges at the
global optima known as optimum solution, depending on the
complexity of the problem, the number increasing.
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Fig. 5 Convergence characteristics of GA
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VI. METHODOLOGY
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The methods used in this paper for optimizing the
time constants using GA is as follows:
Set initial population of 50 individuals selection at
a specified range.

e Derive the objective function value.
t
2
ITSE= [ [ Aao(t) | it
0

Run until when the erro is minimum, then keep time
constants equal to that value gotten otherwise proceed to
step 4.

Regenerate the population of 50 individuals from parents
using reproduction techniques. Go to step 2.

The global optima is reached at 15 consecutive
generations.

VII. LEAD LAG PSS DESIGN

Root locus and minimum phase are normally used in
pss design. In the first approach the model is analyses and
the eigenvalues is found and shifted until to left hand side of
the s-plane. But in the second approach, the time constant of
the pss are tuned to eliminate the lagging, using phase
analysis. The latter is adopted in this work.

28



Proceedings of the 2nd International Conference of the IEEE Nigeria Computer Chapter:
IEEEnigComputConf'19: Ahmadu Bello University, Zaria, Nigeria, October 14-17, 2019

VIII. TRANSIENT MODEL OF A SMIB

For the purpose of modelling in the PSS tuning some
Adjustment are made to the model of Fig. 2, just to make it
suitable for the analysis and to know the amount of phase
that the PSS should provide to the system so as to
compensate the phase lag. To add damping to the rotor
oscillations, the PSS has to produce a torque components in
phase with the rotor speed deviations [2]. In order to achieve
this, phase lag has to be compensated. Fig. 5 bellow shows
the transient model of the systems.

System

A J/l" o Excitation
AV, L - A [ K, ALy AT
T % Go() - i
1+ 57

AV, K,
1 AV,

1+ s7,

Terminal Voltage
Transducer

Fig. 5 Transient Model of SMIB [6]

The parameters of the phase compensation filter stage can
be tuned base on (4).

N
H(s)=K * 1, sT, [1+sT,,
1+sT, 14T\ 1+s7T), )
=KH,(s)
I > 0,,<55°
N = =22 =232 5 0, <110°
55(} P
3 5> 60,,<180°
1_ Sln pSss (5)
O =
1 + sin £22
1
T —
" a)OSC "O-
T dp = cT ,,

To form the fitness function, there are two
variables, phase margin Opss and corresponding frequency
wosc which can be derived from the bode plot of the
transient model of the system, thus (5) can be minimize by
GA, and the performance index is delibrates as in (6).
Integral of the Time multiplied Square value of the Error
(ITSE), is the performance index.

ITSE = j.t[Aa)(t)]z dt ©
0
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Figure & Bods Plot of the Transient Model

From the transient model bode Plot, the phase Margin Opss
is and corresponding frequency wosc is hence from the
value of Opss N is two that is two number of filters in
cascade are required. By adjusting the plot new Opss and its
corresponding wosc is tabulated as given in table 1. Therefor
the value of the leading time constant and that of the lagging
time constant can be calculated from (4). And listed in table
2.

A 0.1 step change in the reference mechanical torque (ATm)
is assumed, in order compute the optimum parameter values,
and (5) is minimize using GA. The optimum values of the
parameters are listed in the Table 2.

Table 1: Obtained phase margin and its corresponding

frequency
89.7| 8 | 80 | 70 60
PSS
253 | 260 | 280 | 300 | 320
osc

Table 2: Obtained parameters of CPSS and GAPSS

Parameter Tnl sz Tn3 Td4
CPSS 0.0035 | 0.0013 | 0.0035 | 0.0013
GAPSS 0.0333 | 0.0120 | 0.0333 | 0.0120

Table 3: The calculated Performance Index
Operating | CPSS | CPSS4B | GAPSS GAPSS4B
conditions
ITSE | 6.945%107™ | 1.381x107 | 4.083x107 | 1.076x107
ISE | 8.198x107 | 3.165x107* | 5.736x107 | 2.464x107
ITAE | 6.736x107 | 1305%107 | 4224x107 | 1.171x107
IAE | 4500x107 | 1910107 | 3.426x107 | 1.697x107

IX. RESULTS AND DISCUSSION

The response in Fig. 7 shows the result obtained
when the system was simulated with AVR only. The result
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show that AVR introduces low frequency oscillation when a
step input of 0.1 was applied. But after the PSS is
introduced the oscillation was damped as shown in fig. 8.

Figure 9 shows the simulation result when power is used as
PSS input, and the rotor oscillations decayed slowly. But
when speed is used as input, the oscillations is damped
faster as shown in fig. 11, a significant improvement was
experienced when both power and speed are used as input to
the manually tuned PSS given in fig. 10. A look at fig. 12
reveals how fast the oscillation is damped, which is
achieved by using the dual input PSS and tuned with GA.
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Figure 8 Rotor Speed (w) as Input to (CPSS)
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The response in Figure 13 shows the result obtained when
the system is simulated with single input PSS rotor speed
feeds, for both Conventional and GA based PSS. The result
shows that both the PSS were able to damped the oscillation
as expected however, the GA based PSS performs much
better as can be seen in the detail description of the response
characteristic shown in Table 4 and table 3

Rotor Angiefrad)

Fig. 13 Comparison between single input CPSS and Single input GAPSS

Table 4 Response with Angular Speed as the Input to PSS

PERFORMANCE INDEX CPSS GAPSS
SETTLING TIME 5.5718 sec | 4.6733 sec
RISE TIME 0.0025 sec | 0.0026 sec
OVERSHOOT% 151.3694 130.6646

The response in Figure 14 shows the result
obtained when the system is simulated with GA optimized
speed input PSS and GA optimized double input PSS, The
result shows that both the two conditions are able to damped
the oscillation as expected however, the Dual input GAPSS
outperforms the Single input GAPSS, as can be seen in the
detail description of the response characteristic shown in
Table 5 and table 3.

GAPsS

Rotor Anglerad)

Figure 14 Comparison between dual and Single input GAPSS




Proceedings of the 2nd International Conference of the IEEE Nigeria Computer Chapter:
IEEEnigComputConf'19: Ahmadu Bello University, Zaria, Nigeria, October 14-17, 2019

Table 5 Comparison between GAPSS speed inputs and GAPSS4B

PERFORMANCE INDEX | GAPSS GAPSS4B
SETTLING TIME 19.9656 sec 2.4677 sec
RISE TIME 16.7671 sec 0.0021 sec
OVERSHOOT 80.6543 79.3393

—Step
Pulse

Retor Spesdifec)

L L L L L
18 20

Time(sec)

Fig. 15 GAPSS4B perturbed with Step, Pulse and Triangular Signals

Simulation results and the comparative analysis of the
transient response of both GAPSS4B and GAPSS provide
system model are given in fig. 15 and 16. To demonstrate
the robustness of the proposed technique, the system is
perturbed with different signals and in each case, the
proposed technique was able to damp out the oscillations as
given in figure 15. Figure 16 reveals that after the fault is
introduced the PSS4B based result resumes from this
disturbance with much lesser fluctuation in angular speed as
compared to that of GAPSS based response. The result
shows the robustness of the proposed technique GAPSS4B.
Table 3 1is the calculated performance index of four
operating conditions where GAPSS4B has the smallest
angular speed deviation in comparison to that of GAPSS,
Thus, GAPSS4B based model shows improved response,
having lesser amplitude of angular speed deviation under
fault and damp out the system oscillation as seen in all the
figures. Thus, GAPSS4B found to be much less affected to
faults (robust) because PSS4B stabilize in all the state
deviations to zero much faster than GAPSS as shown in
Table 3.

Figure 16. Comparison between transient responses of both the PSSs

X. CONCLUSION

A novel approach for designing Dual input Genetic
Algorithm power system stabilizer for a Single Machine
Infinite Bus system has been conferred. Genetic Algorithm
has been explained as the optimization tool for tuning the
parameter of the power system stabilizer, the GAPSS4B

Page

enhances both transient and dynamic stabilities. The
dynamic performance of the propose technique GAPSS4B
improved, both in terms of peak deviation and settling time,
than the performance of the system obtained with GAPSS
and CPSS. Also the performance of the system with
GAPSS4B is quite robust over various operating point.
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Abstract—Exponential growth experienced in Internet usage has
paved the way to exploit users of the Internet, a phishing attack
is one of the means that can be used to obtained victim
confidential details unwittingly across the Internet. A high false-
positive rate and low accuracy have been a setback in phishing
detection. In this research 17 different supervised learning
techniques such as RandomForest, Systematically Developed
Forest (SysFor), Spectral Areas and Ratios Classifier
(SPAARC), Reduces Error Pruning Tree (RepTree),
RandomTree, Logic Model Tree (LMT), Forest by Penalizing
Attributes (ForestPA), JRip, PART, Nearest Neighbor with
Generalization (NNge), One Rule (OneR), AdaBoostM1,
RotationForest, LogitBoost, RseslibKnn, Library for Support
Vector Machine (LibSVM), and BayesNet were employed to
achieve the comparative analysis of machine classifier. The
performance of the classifier algorithms was rated using
Accuracy, Precision, Recall, F-Measure, Root Mean Squared
Error, Receiver Operation Characteristics Area, Root Relative
Squared Error False Positive Rate and True Positive Rate using
WEKA data mining tool. The research revealed that quite
several classifiers also exist which if properly explored will yield
more accurate results for phishing detection. RandomForest was
found to be an excellent classifier that gives the best accuracy of
0.9838 and a false positive rate of 0.017. The comparative
analysis result indicates the achievement of low false-positive
rate for phishing classification which suggests that anti-phishing
application developer can implement the machine learning
classification algorithm that was discovered to be the best in this
study to enhance the feature of phishing attack detection and
classification.

Index Terms—Phishing Attack, Classification Algorithm,
Accuracy, Performance metric, RandomForest.

[. INTRODUCTION

This Phishing attack is propositional to the exponential
growth experienced on the internet [1] and its usage,

=
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irrespective of the various detection approaches that have been
modeled to checkmate phishing attack exploit. Phishing refers
to the act of illegally exploiting the confidentiality of an entity,
the breach of confidentiality includes but not limited to
username, credit card details, password and personal profile of
target victim unwittingly [2], [3]. Fig. 1 shows a typical
phishing life circle. Phishing can also be likened to "fishing"
in variation in respect to luring victim through the use of
"bait" and "fishes" to extract victim privacy by an attacker [4].

Phishing attack has increased tremendously over the years
across the platform of computing as about 1.3 million
malicious phishing site was discovered in 2017 [5] ,these has
led to a high false-positive rate in terms of phishing attack
detection which is a major setback in phishing detection
likewise the level of accuracy achieved from classification
algorithms, while phishing was tagged as attack that has been
occurring in a ridiculous pace with evolving techniques that
aids in concealing its heinous act to be executed unknowingly
on target victim [6], phishing attack on smart devices have
recorded a hit of 36% in 2015 [3] and 91% of cyber exploit
was said to have been initiated through phish attack [7].
Financial institutions, social media, webmail, healthcare,
eCommerce, software as a service, cloud storage/file hosting,
government services, retailers, insurance firm, social network,
dating site, as well as technology users are the key target of
phishing attack [6]. Billions of dollar are reported to have been
lost by various agencies, firm, origination, and industries
within a short period resulting in economic sabotage as well as
the loss of integrity at varying levels [4] not spearing loss of
intellectual property and compromise of national security [8].
Computer ethics come to play as it serves to analyze the
nature and social impact of computer technology and the
corresponding formulation and justification of policies for
ethical used [9]. According to [10] phishing attack has led to
the loss of $500 million annually in businesses in the US
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alone, while phishing refers to as the most organized 21°-
century crime.

Machine learning has been implemented in phishing
website detection [11]-[13], supervised method which entails
classification or prediction of problems in other to indicate the
hidden association between the target class and independent
variable are known to be employed in data mining [10]. For
supervised learning, classifiers permit tagging of an attribute
to observation, this is to ensure the classification of data not
observed on the training data. A phishing detection system is
developed with the implementation of classification
algorithms to distinguish between legitimate and phishing
attack [14], [15]. The adoption of a 10 folds cross-validation
was as a result of its best gauge for error as obtained from a
broad test on various machine learning algorithms [15]-[19].
A specific number of folds is selected, partitioning the data
attribute into 10 part in which the class is represented in the
approximately same proportion in regards to the complete
dataset. Each partition is holdout in turn and learning scheme
trained on the remaining nine-tenths, then the error rate is
processed on the holdout set. Hence, the learning procedure is
performed 10 times in various training set, at the end the
average of the 10 error estimate are taken in other to obtain an
overall error estimate.
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Figure 1. Phishing attack life circle

Summary of the key contributions of this study are
outlined below;

o We analyze the relevant classification algorithms used
in related literature

Page

e We identified and compared the standard parameters
used for the evaluation of the machine learning
algorithms

e We carried out a comparative analysis of machine
learning classification algorithms

The research aims to comparatively analyze machine
learning classification algorithms that can be employed for
phishing attacks detection, employing the following machine
learning classification algorithms RandomForest,
Systematically Developed Forest (SysFor), Spectral Areas and
Ratios Classifier (SPAARC), Reduces Error Pruning Tree
(RepTree), RandomTree, Logical Model Tree (LMT), Forest
by Penalizing Attributes (ForestPA), JRip, PART, Nearest
Neighbor with Generation (NNge), One Rule (OneR),
AdaBoostM1, RotationForest, LogitBoost, RseslibKnn,
Library for Support Vector Machine (LibSVM) and BayesNet.

The remaining sections of the paper were arranged as
follow Section II presents related literature in classification
algorithms in the field of phishing detection. Section III
reveals the methods employed in the research. Section IV
presents the results obtained in the comparative analysis of
machine learning classification algorithms and Section V
shows the conclusion and recommendation.

II. RELATED LITERATURE

Due to the exponential rise of internet users, this has
resulted in challenging issues as it relates to the mining of data
and machine learning concerning a phishing attack. This has
prompted for researches on comparative studies in terms of
classification algorithms performance to accurately classify
phishing using a combination of performance metrics [15]. It
is, therefore, a matter of importance to determine algorithms
that perform optimally for any chosen metrics to assist in
proper classification of phishing and legitimate site. Support
Vector Machine (SVM) [13], [20]-[23], K- Nearest
Neighbors (KNN) [20], [21], Adaptive Neuro-Fuzzy Inference
System (AFIS) [21], Decision Tree (DT) [20], [23]-[25],
RandomForest (RF) [20], [24], [26], RotationForest (RoF)
[13], [24], AdaBoost [20], Naive Bayes (NB) [12], [13], [20],
[23], [25], [27], Neural Network (NN) [13], [28], J48, Instance
Based Learner K- Nearest Neighbors (IBK) and
Reinforcement [13], Random Under-Sampling Boosting
(RUSBoost), Gaussian Naive Bayes and Perception [25],
Sequential Minimum Optimization (SMO), Transductive
Support Vector Machine (TSVM) and Phishing Hybrid
Feature-Based Classifier (PHFBC) [23], Classifier and
Regression Tree (CART), Credal Decision Tree (C-DT) and
Gradient Boosted Machine (GBM) [24], Logistic Regression
[20] the aforementioned classification algorithms in terms of
their performance were employed in the reviewed related
literatures. A summary of the classification algorithm used in
the previous study is reflected in Table I
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TABLE 1. SUMMARY OF RELEVANT ALGORITHMS COMPARED IN RELATED RESEARCH WORKS

ALGORITHMS
g £ lo
“» ‘7 a |.E
—~ — —~ f (5 i @ ! <=
S ElE1 S 2] 8¢ 20 20z|%|2 S| o |22 E|F o]
2] 3 o 17} < - 2 b3 =] k] &n
S H I I I E AR EAE AR A L e B
2l 28l el |2 5]|E SlE|l2|8|2|7|F|E|88 2|22 ¢
= .8 S E= R - @
3| 2|3 “1 2 i | ETI2|E | B
A | e = S|~ é % § =
o o
[21] NI VI[N
[24] N NN NI V[V
[20] VAN VAN V[N V
[12] V
[22] N
[13] N N VI VIV
[28] N N
[27] V
[23] N N N NIV W
[26] N
[25] N V NIVI[W
In a bid to protect online internet user from revealing defining of messages that accommodates phishing

sensitive information to malicious entity, [12] proffer a data
mining method that will detect a phishing site and notify user
about such malicious site, focus of the research was to be able
to analyze on distinct email and offer a precautionary measure
against phishing attacks, therefore a naive based classifier
algorithm was used to train classifier model, while Naive
Bayesian classification was used to determine between a real
and fake emails. It was asserted that the proposed method
accuracy outperformed previously known detection algorithms
of phishing attacks.

Accuracy of 98.63%, True Negative Rate (TNR) of
98.19% and True Positive Rate (TPR) of 99.07% was
achieved after an experiment was carried out on a well-known
dataset with a False Positive Rate (FPR) of 1.81% and False
Negative Rate (FNR) of 0.93% respectively in the research
[28], a model that uses Neural Network(NN) algorithm
enhanced with reinforcement learning to detect online email
phishing was postulated, the reinforcement learning algorithm
aids in self-remodeling of the phishing detection system in
order to checkmate metamorphic nature of email phishing as
well as enhance detection of unknown behavior of malicious
traits which will lead to the fortification of self-dynamism of
the system over time, it was stated the proposed model
performed better compared to other existing methods as it
possessed the capability of detecting zero-day phishing attack,
however, the research fall short of attaining an accuracy of
100%. The research work by [27] used a Bayesian algorithm
to enable the detection of email phishing as well as spam mail,
anti-phishing simulator was developed with a major
concentration on the evaluation of text content and the
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attribute as well the application of cloud to offer a more
accurate classification and results.

The quest for a productive detection system for fake
website [22] proposed a statistical learning-based system for
detection of fake websites, to this ends, AZprotect was
developed which was incorporated alongside with SVM that
serves as a classification algorithm, furthermore, an
experiment was performed in four series in other to evaluate
the efficacy of the following; the utilization of extended fraud
cues, the comparison of the new system against the existing
fake website detection systems, the evaluation of the new
system algorithm as against other existing learning methods,
and the performance rate as they relate to the new system. A
total of 900 websites was used for the experiment on a testbed,
out of which 200 authentic websites 350 fabricated websites
and 350 spoofed websites. The following metrics were used in
evaluating the performance; overall accuracy, classified
precision, classified level recall, F-Measure, and ROC
(Receiver Operating Characteristic. It was noted that the
overall accuracy rate for concocted and spoofed site detection
outperforms other existing fake website detection systems,
same applies to F-Measure, recall, and precision as it was said
to be close to 100% however not 100%, while the comparison
against other learning classifiers of fake website detection as
against the proposed SLT-based algorithm SVM was said to
have outperformed Logistic Regression, Bayesian Network,
Naive Bayes, Neural Network and Winnow classifier in terms
of overall accuracy, F-Measure, precision, recall and ROC all
in respect to spoofing detection and concocted website
detection, however, J48 was acclaim to be effective in
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detection of concocted site as compared to SVM which have a
3% recall rate higher. While in the t-test comparison SVM
result was stated to have significantly outperform other six
learning algorithms in terms of overall accuracy and recall on
detection of concocted and spoof websites, while it falls short
in terms of recall when compared to Logistic Regression and
Bayesian Network on concocted website detection, however,
the use of multiple classifiers could have offer better result.

The research work by [26] proposed a combined method
of Resource Description Framework (RDF) and Random
Forest in other to identify phishing website, the posit method
implores a training technique of supervised learning to train
system after which a true positive rate of 98.8% was achieved,
while further integration of RDF and ensemble learning
method offer an accuracy rate of 98.68 and a false positive
rate of 1.5% indicating that the proposed system generates a
less false positive and a high accuracy rate. [13] suggest a
Random Forest classification algorithm for the training of the
proposed research model, as the research focus on URLs to
detect phishing websites as well as its attributes. A cloud-
based classification model was opined in other to enhance the
detection of both old and newly generated phishing URLs,
furthermore, publicly accessible dataset that comprises of
6157 legitimate websites and 4898 phishing websites
culminating to 11055 records was used and then experiment
on comparison of different classifier algorithms was carried
out using WEKA, Random Forest recorded an accuracy of
97.259% make it the best compare to Naive Bayes, J48, SVM,
Neural Network and IBK Lazy classifiers, Random Forest was
later preferred for the proposed model.

An integrated feature of images, frames, and text of
phishing websites approach was used in presenting an
intelligent phishing detection and protection, through the
implementation of a develop AFIS algorithm. Further
experiment was carried out on a phishing website dataset,
while it was established that the presented approach renders
efficient integrated solution to the detection of phishing
websites and also protection against phishing websites through
the achievement of accuracy rate of 98.3% based on the
experiment performed, the research emphasis was cap on
integration of hybrid feature extraction from text, frames, and
images. The proposed research asserts that existing phishing
detection methods do not have the algorithm to detect
accurately new phishing attacks as a result of features such as
text, images, and frames integration evaluation process.
However, the developed algorithm has a challenge in term of
identifying features using linguistic variable to establish
intelligent model for the detection of phishing websites, the
following classification algorithm was used to compare the
accuracy rate; SVM, K-NN, and ANFIS, while precision,
recall, accuracy, and F-Measure serve as the performance
matrix with the following scores 98.31%, 98.26%, 98.3%,
98.28% respectively and an error rate of 1.7%, the developed
model was said to be superb [21].

The research work by [25] Random Under-Sampling
Boosting algorithms (RUSBoost) was used as a classifier in
the proposed research that aims at addressing email phishing,
SAFE-PC system was developed in other to aid detecting new
phishing pranks, as it evolves from existing phishing
techniques, furthermore, an evaluation was performed on real-
world corpus, which aid in comparing SAFE-PC against
Sophos an email protection software and Spam Assassin, the
performance of SAFE-PC eluded and outperform both Sophos
and Spam Assassin in term of email detection by 70%,
Gaussian Naive Bayesian, Decision Tree, and Perceptions
classifiers were implored to complement RUSBoost, while
RUSBoost alongside Gaussian Naive Bayes learner resulted in
a better performance achieving overall accuracy of 97%.

The performance as obtained after the analysis carried out
on the proposed classifier Phishing Hybrid Feature-Based
(PHFB) by [23] justify PHFB classifier as excellent in
comparison to SMO, SVM, TSVM, NB and DT classification
algorithms, 97%, 0.7% , 0% and 98.07% representing TPR,
FPR, FNR and AUC respectively was achieved. The proposed
classifier encompasses a hybrid feature of both Naive Base
and Decision Tree algorithm classifiers alongside a Recursive
Feature Subset Selection Algorithm (RFSSA) that supports the
distinction of phishing explicitly. Contracting
misclassification of phishing algorithm in real-time as well as
achieving a strong classification accuracy was the basis of this
research and likewise detection of new phishes, however, the
accuracy of 100% was not achieved.

The comparison of different ensemble approaches was
performed based on the use of Random Forest, Rotation
Forest, Gradient Boosted Machine (GBM) and Extreme
Gradient Boosting which are known to be ensemble
algorithms against single classifiers namely Decision Tree,
Classification and Regression Tree and Credal Decision Tree
as it relates to website phishing detection, the deploy
performance matric in respect to different resampling
approaches was Area Under ROC Cure (AUC), while to
achieve baseline indication as it relates to evaluation of the
importance of the classifier, a statistical test was used which
further revealed that the research added benchmarking
classifier of ensemble to the existing model with respect to
website phishing detection, Random Forest was said to have
outperformed other classifiers algorithms, however, in other to
achieve a standard bench-marking other web phishing dataset
are to be put into [20], [24] The representation of numeric
phishing mails was achieved through the implementation of
distributive representation of phishing mails known as Term
Frequency Inverse Document Frequency (TF-IDF),
furthermore, Random Forest, AdaBoost, Naive Bayes,
Decision Tree, SVM, KNN and Logistic Regression machine
learning classification algorithm techniques was use in other
to achieve a comparative study of the classifier algorithms,
performance metrics such as accuracy, precision, recall and
F1- Score was used in this research, while Non-Negative
Matrix Factorization (NMF) and Simple Value Decomposition
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(SVD) serves as a method for feature extraction and
dimensional reduction respectively. Furthermore, the
classification of email in terms of legitimate or phishing was
achieved through the implementation of machine learning
method on TFIDF + SVD as well as TFIDF + NMF
representations, the highest accuracy was attained using
Decision Tree and Random Forest classification algorithms,
however, the imbalance structure of dataset affected the
accuracy of the proposed methodology.

A combination of some performance metrics was
employed in the reviewed of related literature such as AUC
[23], [24], Accuracy [13], [20]-[22], [25], [26], [28], Precision
[20]1-[22], [28], F1-Score [24],Recall [20], [21], [28], F-
Measure [21], [22], [28], FPR and FNR [12], [23], [25], [26],
[28], ROC [22], TPR [23], [25], [26], [28], TNR [26], [28].
Table II shows performance metrics employed by previous
research works.

TABLE II. SUMMARY OF RELEVANT PERFORMANCE METRICS
USED FOR COMPARISON IN RELATED RESEARCH WORK

Performance Metric
g o |T |E ¢l=| 2 Q &
5 £ |z 13| E|8|% g
241 |
[20] N N N[
[12] N [ A
[22] N N N N
[13] N
[28] N N N[N VA N [ A
[21] N N N[V
[25] N N [ A N
231 ¥ N A N
[26] N N | A N[ A
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III. METHODOLOGY

In this research, publicly available phishing attack dataset
obtained from UCI machine learning repository [29]
comprising of 11055 instances with 31 attributes of different
variable type text, image and frames available in .arff format
(a machine learning compactable format) used in WEKA to
serve as input data for further analysis was employed which
has been preprocessed and void of null value, machine
learning classifier was employed, thereafter, comparative
evaluation of machine learning classifier was carried out.

To remarkably classify phishing website dataset,
RandomForest, SysFor, SPAARC, RepTree, RandomTree,
LMT, ForestPA, JRip, PART, NNge, OneR, AdaBoostM1,
RotationForest, LogitBoost, RseslibKnn, LibSVM, and
BayesNet were employed, a 10folds cross-validation and a
70% split (70% for training and 30% for testing) were used as
a test option.

IV. RESULT

A 10 fold cross-validation and 70% split test option was
applied on the machine learning classification algorithms in
the experiment using the complete dataset. Accuracy,
Precision, Recall, F-Measure, Receiver  Operator
Characteristic (ROC) Area, Kappa Statistics, Root Mean
Squared Error (RMSE), True Positive (TP), False Positive
(FP) and Root Relative Squared Error (RRSE) were used in
order to determine the effectiveness, validate and relay key
information of the research [30], [31], the comparison of
classification algorithms is summarized below.

A. Accuracy

Accuracy indicates the prediction level correctness, the
value 1 indicates the highest accuracy rate, in this research, the
highest accuracy of 0.9838 was obtained when 10 folds cross-
validation was employed on RandomForest algorithm and the
lowest accuracy of 0.892 was obtained from 10 folds cross-
validation of OneR, little variation is observed compared to
70% split test option as 90% of classification algorithms
scored well above 90% accuracy. Fig. 2, indicates the
accuracy.
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Figure 2. Comparison of accuracy

B. Precision, Recall and F-Measure

Precision indicates the fraction of important recollected
instances, RandomForest with a precision of 0.984 under 10
fold cross-validation outperformed other classification
algorithms with little variation compared to the other test
option, Fig. 3, Recall represents the relevant instances which
are recalled RandomForest attained the best recall rate of
0.984 under 10 fold cross-validation test option outperforming

other classification algorithms Fig. 4, while F-Measure is used
in this research, a high F-Measure is needed since both
precision and recall are needed to achieve a high score and
RandomForest has the highest F-Measure of 0.984 as
presented in Fig. 5, through the application of a 10 fold cross-
validation test option.
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Figure S. Comparison of the f-measure

C. ROCArea in this research with RandomForest having the highest of
The ROC (AUC) Area of a classifier/algorithm is the (0.997 same for test options 10 fold cross-validation and 70%
probability of the classifier ranking a random selected positive  split and OneR having the lowest with 0.884 with a 0.005
instance higher than a randomly selected negative instance variation between the test options.
Fig. 6, represents the area under ROC curves of classifier used
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D. Kappa Statistics

The kappa characteristic represents the level of agreements  from the test performed on RandomForest with 10 folds cross-
between the true classes and the classifications. The highest validation, Fig. 7, indicates the respective kappa
value represented as 1 indicate total agreement, in this characteristic.
research, the highest kappa characteristic is 0.9672 obtained
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Figure 7. Kappa statistic

E. Root Mean Squared Error mean square error was recorded for RandomForest using 10
A low value is an indication of an excellent classifier in  folds cross-validation with 0.117, Fig. 8 indicates the RMSE.
respect to the root mean squared error, a low value for the root
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F.  Root Relative Squared Error, False Positive and True
Positive

The relative squared error normalizes the total squared
error by dividing it by the total squared error of the simple
predictor. The error is reduced to the same dimension as the
quality being predicted by taking the square root of the
relative squared error, RMSE of 0.117 was achieved from the
test option of 10fold cross-validation. Fig. 9, indicates the
values of the RRSE of 0.2356 obtained from 10 fold cross-

validation test option. The False Positive (FP) is the number of
legitimate sites incorrectly classified as phishing while True
Positive (TP) is the number of phishing emails correctly
classified as phishing, both FP and TP achieved 0.017 and
0.984 respectively as indicated in Fig 10, Fig. 11, while a
variation of 0.001 was discovered in true positive as regards to
test options employed, there was no variation for false-positive
rate.
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Figure 9. Root Relative Square Error
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V. CONCLUSION AND RECOMMENDATION

This research that was simulated as a result of the
exponential rate of phishing attack across Internet platform
and also as a result of knowledge derived from the reviews of
literature available on classification algorithms that are yet to
be compared in terms of their performance metric on phishing
attack datasets.

Some classification algorithms performed optimally out of
the 17 different machine learning classification algorithms
used in performing experiment on phishing dataset involving
two test options, RandomForest outperform other machine
learning classification algorithms proving its efficiency in
performance based on the fact that RandomForest is
distinguished with low bias, reduced variance, and overfitting,
meanwhile RandomForest attained an excellent classification
through developing multiple decision tree at the training

Page

period and obtains a mode [32]. The indication from the result
obtained from the experiment reveals that RandomForest with
a false positive rate of 0.017 and 0.9838 accuracy was
excellent for phishing detection classification, which is
effective than other commonly recognized -classification
algorithms such as RandomTree, AdaBoostM1, and
RotationForest with 0.9771, 0.9181, and 0.9769 accuracies
respectively. An anti-phishing application developer can
implement the machine learning classification algorithm that
was discovered to be the best in this study to enhance the
feature of phishing attach detection and classification, thereby
reducing high false-positive rate associated with some
methodology employed in phishing attack detection
furthermore, helping in filtering phishing attack.

The author recommends further experiment be performed
on more phishing attack dataset from different sources, while
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future research should investigate deep learning techniques
compared with the method described in this study.
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Abstract— Random number generators are pivotal in information
theory especially in cryptography (stochastic, mathematical and
quantum), financial institution, lottery, numerical simulations, Monte
Carlo calculations, statistical research, randomized algorithms,
amongst others. For a random number to be unpredictable, the
environment producing such sequences must not be easily subjected
to manipulation or reproduction. Therefore, this paper developed a
true random number generator that is low cost, universal and
convenient using the non-deterministic computer mouse wait time
and system datetime. The generated sequences passes all the 15 NIST
SP 800-22 test suites with P-value > 0.0001 which is within the
expected proportion rate of 0.98056 and also with an entropy of
0.999984. Furthermore, the proposed generator p-value were
compared with other existing generators in order to evaluate the
generator statistical tests. The result obtained clearly shows that the
proposed generator outperform existing systems and as such can be
adopted as a true random number sources.

Keywords— entropy source, mouse wait time, seed, system datetime,
true random number generator, pseudo random number generator

I. INTRODUCTION

Random numbers are basically generated using random
number generator (RGN) and forms a pivotal components in
various applications including scientific simulations,
cryptography, recreational entertainment, industrial testing
amongst others [1]. This generated numbers can be shared and
used in securing communication. Hence two or more systems
can generate the same sequences of non-repeating numbers
known as key for the purpose of communicating securely.
True random number generators (TRNGs) [2] and pseudo-
random number generators (PRNGs) [3] are basically the two
types of random number generators that exist. PRNGs are
based on assumptions of some certain mathematical
difficulties such as linear feedback shift register [4], discrete
logarithm problem [5], non-linear congruencies [6], quadratic
residuosity problem [7], cellular automata [8], amongst others.
PSNGs are popularly used in application with lower security
demands owing to high flexibility, lower cost, and faster
number generating time with their uncertainty dependent on
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the secrecy of their seed [3]. A seed is a number (or vector)
use for initializing PRNG. Once the seed is known every other
keys becomes predictable [9]. Contrarily, a TRNGs
mechanism relies on sampling entropy inherent in non-
deterministic =~ physical = phenomena and  guarantees
unpredictable numbers even with full knowledge of the
underlying mechanism [2]. TRNGs are sub divided into
physical and nonphysical true random number generators. The
physical true random number generators are implemented in
hardware based on non-deterministic effects of electronic
circuits such as thermal noise, shot noise, ring oscillators or
physical experiments like quantum random processes [11].
Nevertheless, there are practically more expensive to
implement due to additional hardware requirements, subjected
to malfunction, slower due to harvesting of entropy sources
and the solutions are hardware dependent [9]. Several
researchers have utilized the nonphysical true random number
generator by adopting the computer system [10]. Xingyuan et
al. [24] proposed and improvement of Hu ef al. [15] mouse
movement generator by evaluating the x and y-coordinates of
the computer mouse movement as iteration. Chaotic map was
adopted to post process the iterated numbers in order to
generate a true random sequences. Similarly, Zhu et al. [25]
adopted the uniqueness of human iris as a source of entropy.
The computer system was used to capture the iris image while
a canny edge detection was adopted to extracts the edges of
the captured image to form a binary image of the iris
information which were post process using chaotic function.
Also Teh et al. [26] utilized the graphics processing units
simultaneous access of a memory location and chaotic maps in
generating an unpredictable random numbers. Equally,
Kiamehr et al. [28] implemented a random number generator
using the static random access memory cells start-up value
while Kim et al. [1] utilized the dynamic random access
memory cells. Equally, the noise from flash memory has been
exploited by Ray and Milenkovi¢ [11], likewise the android
mobile device camera which was equally implemented as
entropy source by Yeoh et al. [27]. These systems created the
possibilities of exploring the computer system as an entropy
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sources in generating random numbers which are non-
deterministic, more secured, cheaper and convenient than
using hardware true random number generator. Nonetheless,
the entropy sources which are solely from the computer
random processes are extracted and converted into an image
format before post processing in order to eliminate similar
patterns. This increases the computational requirement as a
result of feature extraction and post processing phases
therefore making it slower for practical usage as evident by
the researchers. While entropy sources from peripheral
devices can be subjected to either software or hardware
malfunctioning. This infer that the entropy sources are
dependent on the user’s environment, acquisition sources and
methods. This paper developed a true random number
generator based on computer mouse wait time and system
clock datetime that is cheaper, convenient and universal for all
personal computer. The generated random numbers obtained
from the generator were subjected to the 15 national institute
of standards and technology special publication (NIST SP)
800-22 test suite [11] and passed all the statistical tests. The
contribution of this paper are highlighted as follows:
e The mouse wait time and system clock datetime
generated a high entropy source for the TRNG
e The developed TRNG can be used in all personal PC
as it is flexible, cheaper and required no external
circuit, convenient and generate random numbers in
shorter time.
e The TRNG passed all the NIST SP 800-22 test and
thus can be adopted to the numbers can be used as
secret keys for secure communication.

II.  BACKGROUD OF THE STUDY

A random number generator is an algorithm or a device
that produces an unbiased sequential and statistically
independent number. The random number are not only limited
to cryptography but likewise essential in lottery [20],
numerical simulations [22], Monte Carlo calculations [21],
statistical research [23], randomized algorithms [24], amongst
others [12]. The determinant of a number’s randomness is
known as uncertainty or entropy and it is mathematically
given by [13]

H (J’) = _Z‘T Py 108y Py M
=

Where; p is the probability of the value numbered j, and
1<j< n,o, ={a0,...,aj_l},ae{0,1}

True random number generators and pseudo-random number
generators are basically the two types of random number
generators that exist.

A. True Random Number Generator

The true random number generators uses unpredictable
physical sources or natural phenomenon like atmospheric
noise, thermal noise, radioactive decay, amongst others for
generating random numbers. There are hardware based and
constructed using entropy source, harvesting techniques, and
post-processing with architectural structure as shown in Fig. 1.

Random bits

Noise

Signal Digitizafi DAS

Physical Noise
Source

Post processi »  Output Interface

(Sampler)

Statistical Test

TRNG

Fig. 1: True Random Number Generator Architecture

The determination of available entropy and its sources of
randomness is the sole responsibility of the entropy source.
The process of collecting nondeterministic data is refer to as
entropy gathering. While the harvesting techniques helps in
sampling the entropy source to gather as much entropy as
possible without disrupting the physical process [13]. The
post-processing is optional in designing TRNG but always
adopted in practice for strengthening the robustness and
elimination of bias in the generated random bits [12]. The
TRNG are non-deterministic in nature and thus have the
advantage of producing a higher entropy that guarantees
higher security, but nonetheless they are practically more
expensive to implement due to additional hardware
requirements, subjected to malfunction, slower due to
harvesting of entropy sources and the solutions are hardware
dependent [9]. In a computer system, some of the standard
entropy sources available to the operating system includes
mouse motion, keyboard strokes, system clock, sound card
data, disk access times, interrupt timing , buffers input/output
contents, user input, system load and network statistics [16].
Nonetheless, developing a software program to exploit this
randomness in order to generate a bit sequence that is free of
biases and correlations is a difficult task. Any random number
generators exploiting the computer entropy sources are
referred to as non-physical non-deterministic [9].

B.  Pseudo random number generator

Pseudorandom numbers generator are deterministic in
nature and are solely dependent on mathematical difficulties
assumptions such as linear feedback shift register, discrete
logarithm problem, non-linear congruencies, quadratic
residuality problem, cellular automata, amongst others. All
PSNGs uses seed as initializing vector to produce a pseudo-
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random bit sequence as output during computation. The seed
is the only source of uncertainty and this makes periodicity a
common property of pseudorandom number generators [9].
Hence, a pseudo random number generator is
cryptographically secured if there is no known polynomial-
time algorithm which can use the first bit of the sequence as
an input to predict the next, previous state bit of the sequence
with probability significantly greater than 1/2. [1]. The
architecture of pseudo random number generator is as shown
in Fig. 2.

S, (seed)

|

Internal i \
State T =y (s
‘//u >

Random number

S, = (5,06,)

State
Function 7

PRNG

Fig. 2: Pseudo Random Number Generator Architecture

The major advantage of PRNGs are their rapidity in
generating the random sequences using lesser memory for
algorithm storage, cheaper as they require no hardware, and
can easily be implemented [13]. For a number to be regarded
as been true random, it must satisfy the following requirement
[14].

i.  The random numbers generated must not have any

statistical weakness

il. An attacker who knows the sub-generators of random
numbers, must not be able calculate or predict
predecessors and successor
There must be no possibility of predicting or
calculating previously generated random numbers
with high accuracy using the known current internal
state value of the random number generator.
There must be no possibility of predicting or
calculating subsequent random numbers with high
accuracy without requiring its internal state
information.

iii.

iv.

The differences between PRNG and TRNG is as shown in
Table 1.

Table 1: Comparison of PRNG and TRNG

PRNG TRNG
Type of Realization software or hardware Hardware
Periodicity Periodic Aperiodic
Application design Easy because of standard Complex
cycle structures
Efficiency Perfect Weak
Numbers nature Deterministic nondeterministic

Page

Change of theoretical Time dependency Constant
calculation limit (independent of
time)

C. Mouse and System Clock

The computer mouse is an input device used in controlling
mouse movement on the computer screen [15]. Its movement
on the screen is a physical motion that can traced and
measured and treated as analog signals while computer
programs can only process the digital signals. Interestingly
with a call of its application programming interfaces a serial of
the movement coordinates are returned from the operation
system [16]. System clock is an electronic device in a
computer system that issues a steady high-frequency signal
used in synchronizing all the internal components. The system
clock measures system time. The system time is a simple
count of the number of tick that have occurred since some
arbitrary starting date, referred to as an epoch. System time is
more suitable for human understanding once converted into a
calendar time [17].

D. Random Number Statistical Test

The NIST SP 800-22 test suite which is a statistical
package comprising of 15 tests is generally adopted to
ascertain the randomness of (arbitrarily long) binary
sequences produced by either software or hardware based
random number generators. The 15 tests are [18]:

a) The Frequency (Monobit) Test: This test is used in
determining whether the number of ones and zeroes
in a sequence are almost the same as expected for a
truly random sequence and given mathematically as:

s, |J2_] 5)
n

P —-value = erfc[

Where 7 is the bit string length and n>100, S, is
the sum of sequence bits value, egfc is the

complimentary function. If the calculated P-value is
< 0.01, then the sequence is concluded as non-
random else it is random. All subsequent tests rely on
passing this test.

b) Block Frequency Test: This test ascertain the
occurrences of ones in an » _p;; block that is
approximately /2 , and it is represented
mathematically as

N 2 3
vaalue:igamc[%AMZ[;zf%) ] ( )
Where M is the block length, 77 is the proportion of
ones in every M-bit block and defined
45
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M
_ .
as ;18(1 W+

o , N is non over lapping

M

bit and computed as n_|, & isthe generated

M
sequence bits and igamc is the incomplete gamma

N =

function

The Runs Test: This sum up the number of runs in
the sequence and determines if the oscillation
between zeroes and ones are too slow or fast. A run is
an identical bits with an uninterrupted sequence. The
run test is mathematically expressed as

‘V,, (ob)-2nz (1 —7[)‘
2\/2;17[ (1-7)

Where v, (0 b) is the number of observed runs in a

“4)

P —value = erfc

sequence of length n and it is defined as

voeny-$ sy M, =¥

Tests for a Block Longest-Run-of-Ones: The reason
for this test is to ascertain the consistency of ones.
Any irregularity in the longest run length of ones also
indicates an irregularity in zeroes length longest run.
So, only a test for ones is required and the test is
mathematically given as follows

*(ob
P —value =igamc E,LO)
2 2

)

k
Where ZZ(Ob):Z(V,-_N”i)Z/N”,- and
i=0

measures how closely related the observed longest
run length in an M-bit blocks and the expected

longest length are, k is the degree of freedom, k and
N are determine by M in accordance to Table 2.

Table 2: M, k, N values

M &k N
8 3 16
128 5 49
10 6 75

The Binary Matrix Rank Test: This determines the
original sequence linear dependences in a given fixed
length substrings. The mathematically representation
is as given

27 (obs)

. (6)

Where e is exponential function and )(2 is the

P —value = ¢

same as in equation (5)

The Spectral Test: This test is for periodic features
detection and it shows the deviation between the peak

Page

g)

h)

46

numbers above the 95% threshold and described
(NI_N 0)

using.
B T /Y ) ()
n(.95)(.05)/4
Where N, is the actual number of peaks in M
observed that are less than 7, Tis the 95% peak
height threshold value and computed

as T = /(10g zo)n , M is the modulus functions

consisting of the first n/2 elements in S, jy — |S| ,

P —value = erfc[

Ny is computed as N, =0.95n/2 and it is the

theoretical (95%) expected number of peaks (under
the assumption of randomness) that are lesser than T’
The Non-overlapping Template Matching Test: This
is for detecting generators that produces higher
occurrences of a given aperiodic (non-periodic)
pattern. The m-bit pattern is searched using m-bit
window and shifts a bit position once the pattern is
not found but reset the window and resumes searches
once the pattern is found. The test is mathematically
given as follows

N (o)

P —value =igame| —,=——=

®)

Where ZZIZN:(WJ-—/J)Z/GZ , W, is the
7=l

template number of occurrences within the block j,
A is the mean and computed as g = (M -m +1)/2”‘ ,

m is each templates length in bits and it is the target
string, O is the variance and computed as

o2 :M(L_ZmZ—lj
2" 2"

The Overlapping Template Matching Test: This is
identical to non-overlapping template matching test
and focuses on pre-specified target strings number of
occurrences. The difference between this tests is that
once the pattern is found, the window shift one bit
only before continuing the search. It is mathematical
given as

k 2 (ob)

P —value =igamc| —,

Where ,2 is the same as equation (5), but
n=2M-m+1)/2"

©

Maurer's Universal Statistical Test: This shows the
extent by which a sequence can be compressed
without losing any information and it is represented
mathematically as

vaalue:({"/z__;j

(10)




)

k)

)
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Where L is the expected value, O is computed as
c=cJL/k , ¢ 1is a constant defined as

3/L
c:0_7_0'8+(4+32j[( while fn is the statistics
L L) 15

test computed , _ 1

: d Q is th
ki§+110gz(l_Tj)an QO is the

numbers of blocks in the initialization sequence.

The Linear Complexity Test: This is used in
determining how complex enough a sequence is to be
considered random.

k zz(ob)]

P—value =igamc| —,~——
2 2

(11)
Take y° asgand 4= /2

The Serial Test: This test is similar to frequency test
when m=1 and it concentrates on the occurrence rate
of all possible overlapping m-bit patterns across the
entire sequence. All m-bit pattern has the same
probability of appearing as every other m-bit pattern
due to the uniformity of random sequence. It is
mathematically expressed as

(12)
(13)

Where v 2 (ops) is the observed frequencies,

P—valuel = igamC(ZW2 vy, )

P —value2 = igamc (2””3, Viy?, )

V2 (obs) is the expected frequencies of the m-

bit patterns.

Approximate Entropy Test: This test is just like the
serial test but compares the frequency of overlapping
blocks of two neighboring lengths (m and m+1)
against the expected result for a random sequence.

gnl z_j (14)

2
Where; 52 =2n[log2—(¢‘”’) _¢(m+l)):|

P —value = igamc(

) (m) _
o =3

i=0

7 logrz, *#=C, and J=log,i

The Cumulative Sums Test: This test is use in
determining how large or small the tested sequence
cumulative sum is in relative to the expected
behavior of a cumulative sum for random sequences.
The cumulative sum is referred to as a random walk.
A random walk is a sequence of random steps of unit
length taken at the beginning before returning to
origin and mathematically expressed as

P—m]ml—;iz’l:: AM%?Z]_“{W\/;)ZJ};% AM%]_{M%}ZH (15)
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Where ¢ is the cumulative probability distribution
function

The Random Excursions Test: This test determines
the number of cycles with approximately K visits in a
cumulative random walk from a partial sum (0, 1)
sequences to the corresponding (-1, +1) sequences
and mathematically expressed as:

> (obs
P—value =igamc []; ,@

(16)

2
Where ,2(,ps) = o (1) =IT (D) s the sum
2 (obs)=Y" ’
k=0 Jr k (x)
of zero crossings in §', the zero crossing is a
value of zero in S'' that occurs after the starting zero

The Random Excursions Variant Test: This test is
for detecting the deviations from the expected total
number of visits to various states in the random walk
and the mathematically expression as

|&(x) - J|
2J (4]x]-2)

0)

(17

P —value = erfc

IIL.

The true random number generator was implemented using
python programming language [19]. The mouse wait time was
evaluated by measuring the serial movement between the
coordinates returned from the mouse operation using equation

(18)

DEVELOPED SYSTEM

¥ ¥

M, =t —t, (18)

Where; x refers to the mouse position in the x-coordinate, y is
the y-coordinate of the mouse, #, is the final time

(milliseconds) spent, £, is the initial start time (ms) at the

coordinate position
and )/ ) is the Mouse wait time

To enhance the entropy of the random number produced by
the mouse wait time, the mouse wait time were exclusive-OR
(XOR) with the system time and calendar using equation 19.

[1032(541)]
S (ikf+’”_kfjmodz (19)
2 2

k=0

5, XORm, =
Where; S is the system current datetime (ms)

The TRNG generates 256-bits random number which can be
increase to 1 Mb bit stream by increasing the mouse wait time
A total of ten different random sequences were generated and
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subjected to the 15 NIST SP Test suite in order to effectively
and efficiently evaluate the bits randomness. Furthermore, the
acceptable range of proportion was evaluated using

equation (20)
p(1-p)
m

Where R is the acceptable range, p is the proportion and

R=pt3 (20)

p=l-a while m is the sample size.

A. Experimental Result

The tests were performed on 1000 samples of 1-Mbit at a
significance level of 0.01(a = 0.01) with minimum passing

ratio evaluated using equation (21) and the result is as shown
in Table 3

Table 3: NIST SP 800-22 Test Result for the Generated bits

N=10° P-value | Proportion | Result
Frequency (Monobit) 0.98228 0.998 Pass
Block Frequency Test 0.98796 0.978 Pass
Runs Test 0.39984 0.911 Pass
Block Longest-Run-of-Ones 0.84193 0.985 Pass
Binary Matrix Rank 0.97681 0.987 Pass
Spectral Discrete Fourier 0.84297 0.992 Pass
Transform Test

Non-overlapping Template 0.75872 0.991 Pass
Matching (m =9, B =000000001)

Overlapping Template Matching 0.99086 0.988 Pass
Test (m=9)

Maurer's Universal Statistical Test | 0.86540 0.982 Pass
(L=7,Q=1280)

Linear Complexity 0.65245 0.990 Pass
Serial Test 0.71296 0.985 Pass
Approximate Entropy 0.82365 0.991 Pass
Cumulative Sums Test 0.67248 0.989 Pass
Random Excursions (x = +1) 0.69768 0.993 Pass
Random Excursions Variant Test 0.76398 0.984 Pass

A perfect randomness is obtained when P-value is equal to
1 while a null randomness has a 0 as P-value. To pass all the
required tests, the value of P must be greater than the
threshold predefined ¢ value. Once all the 15 tests are
passed, then the sequence is considered to be random with a
confidence of 1— 0 else the tested sequence is considered not
random. A o of 0.01 shows that 1 sequence in 100 sequences
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is expected not to be accepted. A P-value > 0.01 indicates a
99% confidence on the generated random sequence while P-
value < 0.01 meant that the sequence is nonrandom with a
confidence level of 99%. From the evaluated range of
acceptable proportion using a significant level of 0.01 is
between 0.98056 and 0.99943. From Table 1 it can be
clearly seen that the generated bits passed all the 15 NIST
statistical test with P-value > 0.0001 and are within the
expected proportion rate of 0.98056.This clearly indicates
that the developed system has a good statistical
randomness.

Furthermore equation (1) was used to establish the
uncertainty of the generated bits randomness. Each
number of bits is represented as a byte (i.e. j = 8).Where
the maximum Shannon entropy is equal to 1. Instead of
producing a continuous 1 Mb bits stream to obtain the
desired length, the generator was made to produce a 64-
bit sequences per time before been reset. In producing the
1-Megabytes sequences, the 64-bit sequences was
repeated for 131072 times. The developed generator
produced an array elements of 1024 of 64 bits in each run.
The first element was chosen before resetting the
generator. This was to avoid producing values that have
relationship with the previous or next
values( 64*131072 .

[1024*1024*8)

In order to evaluate the proposed random number 15
statistical test suite level, the p-value for (Ray & Milenkovi¢,
2018), Yeoh et al. (2019) and Kim et al. (2019) were compare
and the chart is as shown in Fig. 3

1.2
1

0.8
0.6
0.4
0.2

0

= x WM e ) ro= 2 = = cu
o 9 = L_l- &a c B & &8 @ > E E
2 8 5 S m -~ 3 2 - @ = g 5 2 2
v m £ = o= 2 Z o £ ® =5 ® T T
S @ = o 23 v % 5 € ¢
o @ = S £ £ & &
2 =1 o > =%
- o 5 o a

° <

M Ray & Milenkovi¢, 2018 ® Proposed

Yeoh et al.,(2019) Kim et al., (2019)

Fig.3: Comparison of the Developed True Random Numer
Generator P-value with current generators.

From Fig.3 it can be clearly seen that the developed TRNG
passes all the 15 NIST 800-22 statistical test suites with higher
p-value when compared with others. Therefore the generator
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is highly unpredictale and can be adopted in generating
random numbers for secure communication.

IV.  CONCLUSION

This paper presented a new true random number generator
based on mouse wait time and system clock datetime. The
developed algorithm takes advantage of uncertainties in
determining mouse movement wait time and the dynamic
system clock datetime. The generated bits were evaluated
using the NIST SP 800-22, and the generator passed all tests
indicating its capability to generate high-quality true random
numbers. Furthermore, an entropy analysis was performed in
order to prove that the generator bits are non-deterministic by
satisfying the backward and forward unpredictability
requirements. The developed generator is cheaper, convenient
and universal for all personal computer as entropy source is from
the personal computer and thus can be adopted for generating
bits that can be used as secret keys in secure applications.
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Abstract— This paper presents an improved method in
solving the problem of time lag experienced by digital clocks,
which are often due to power loss. The design concept in this
paper was validated by designing a prototype. A master clock
connected to a real time clock transmits time through a
transceiver to slave clocks within a defined region to ensure that
time displayed on the clocks is synchronized. This results in the
master clock updating the slave clocks every second through
the transceivers to maintain non-varying time. The setup in
this paper verified the possibility of having synchronized time
which is always accurate with the real time clock.

Keywords— Wireless Clock
Synchronization and Timing

Communication,

L INTRODUCTION

Clocks does not only serve as a means of indicating time
but it also plays a very important role in the operation of all
services that run on a digital network. Devices often
communicate with each other and time is exchanged [1][2].
Times on hardware clocks are initially set correct. But as
each clock counts time differently; this results in a clock drift
[3]. Clock drift causes an awkward moment whereby times
do not agree on devices that uses timestamps when files are
transferred between a client and a server. This makes it
inconvenient in comparing logs on two systems. As such,
there comes the need for clock synchronization. Clock
synchronization is the coordination of multiple independent
clocks that differ in time due to clock drift [4-6]. When there
is a clock drift, independent clocks will not run at precisely
the same rate as a reference clock. Power loss amongst other
factors are the causes of clock drift in hardware clocks [7].

In order to solve the problem of clock drift, this paper
proposed the use of a wireless communication technology
whereby time coordination and synchronization is achieved.
Validation of the proposed solution is achieved by
developing a prototype for wireless time synchronization
between hardware digital clocks. Notwithstanding, a number
of works in literature have developed techniques of timing
and synchronizing hardware digital clocks. However,
limitations exist with their design approach and are reviewed
as follows:

The authors in [8] designed a digital clock using a
microcontroller. The clock was able to retain time as long as
it was powered. However, no provision was made to set the
clock after a power failure. [9] designed a digital clock with
multiple faces using a microcontroller. The clock was able to
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display time in multiple directions. However, the work done
was insufficient as no provision was made to take care of
power outages which causes clock drift. The work of [10]
designed a digital clock using a microcontroller. A separate
power supply source was provided along with user buttons to
set the display of the clock thereby reducing the effect of
clock drift. Nonetheless, the design was prone to
communication failures. Authors in [11] designed a
microcontroller based digital clock with calendar and
message display. However, the operation of the clock
seemed too complex as the clock was difficult to set. [12]
designed and constructed a digital clock. The designed
approach of the clock was reliable, portable and fully
functional with an alarm system.

However, from the reviewed sister papers, there is a need
to design a hardware digital clock that will incorporate Real
Time Clock (RTC) module to ensure that the clocks never
lose time, a wireless transceiver module to ensure that time is
synchronized between multiple clocks located in various
places and a communication module to aid easy setting of
time via a remote location. As such, the contributions of this
paper are as follows:

We designed an improved digital
synchronizing clock that can transmit and
receive information updates wirelessly.

We implemented a digital
synchronizing clock that can be managed
remotely via the use of a mobile
application.

The remaining part of this paper as arranged as
follows: section two presents the proposed design in
details, section three presents the discussion of the
result obtained as well as the prototype demonstration.
Section iv presents the conclusion.

II. PROPOSED DESIGN

Modern embedded systems that uses microcontrollers are
mostly used to perform a wide range of functions. Since the
embedded system is dedicated to specific tasks, design
engineers can optimize it to reduce the size and cost of the
product and increase the reliability and performance. Due to
this fact, this work employs the use of the ATmega325P
microcontroller in implementing timing and synchronization
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of digital clocks. The overall systems design is separated into
three constituent parts which are: the hardware design
methodology, electrical connections and software design
methodology. The hardware utilized in this work consists of
LED strips mounted on a Vero board which serves as the
clock display, a power supply unit which consists of
transformer and a voltage regulator and supporting hardware
which consists of an Arduino Nano microcontroller, a Real
Time Clock, a Bluetooth module and a wireless transceiver.
The flow chart of the design methodology is presented in
Figure 1.

Start

)

ialize

i

Obtain RTC Time

l

Set Current time to RTC Time

i

Transmit time through transceiver

l

Input from
Bluetooth
radio?

!

Set Current time to Bluetooth Input

X

Yes

Figure 1: Flow Chart of the Design Methodology

A. Power Supply

To provide power to the entire system, specific
considerations had to made. The Arduino Nano requires a 5v
supply for reliable operations. Besides this, the LED strips
require 12v, the Real Time Clock requires 5v, the nRF24L01
transceiver requires 3.3v while the HC- 05 Bluetooth module
also requires 5v. Therefore, the power supply to be used
needed to be able to power all the components listed earlier.
Most importantly the power supply also needed to be able to
supply power for long periods of time without failure as the
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clocks need to be always on. As a result, mains AC was
determined to be the best source for this work. After due
considerations a power supply consisting of AC supply of
220v transformed down to 12v, then rectified to DC using a
full wave bridge rectifier circuit and smoothing capacitors
and then further regulated to 5v using an LM7805 voltage
regulator to provide a steady regulated voltage of 5v for the
microcontroller and also 12v for the LED strips. The average
voltage or the DC voltage available after rectification is
given by [9]:

vde = = [ Vm = simwtdwt = 2—

(M

Also, the maximum ripple voltage present for a full wave
rectifier circuit is not only determined by the value of the
smoothing capacitor but by the frequency and load current as
shown in equation (2)

Vripple ="LE rolts
2

Where, 1 is the DC load current in amps, F is the
frequency of the ripple or twice the input frequency in Hertz
and C is the capacitance in Farads. The circuit diagram of the
developed power supply is presented in figure 2.
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Figure 2: Power Supply Circuit Design

B. Base Supporting Hardware

The base supporting hardware consists of the following
components: a DS3231 Real Time Clock, an Arduino Nano
microcontroller, an nRF24L01 wireless transceiver and a
HC-05 Bluetooth module. In order to ensure the clocks don’t
lose time in the event of a power outage, a separate source of
time had to be sought for. This necessitated the use of the
DS3231 Real Time Clock, which would be sufficiently small
and low powered but would provide a backup. The Arduino
Nano was used, as it is readily available, low cost and
provides sufficient computing power to handle all operations
at a relatively small size as compared to other
microcontrollers of such capacity. In situations where
multiple clocks exist at different points within a defined
region, it is important for all clocks to display accurate time
which is also synchronized across all point in that region.
Therefore, an nRF24L01 wireless transceiver was used to
send time from a master to a slave clock. This particular
transceiver was chosen because it low powered and can be
easily interfaced with the Arduino microcontroller. Also, a
HC-05 Bluetooth module was installed on the master clock
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to aid easy setting of time through a built Android
application. The HC-05 module was chosen because it is easy
to use and is readily available. After due considerations, the
above-mentioned components were selected and mounted on
a printed circuit board connecting the various devices to the
microcontroller as depicted in Figure 3.

Figure 3: Base Supporting Hardware Component

C. Electrical Connections

Once the hardware had been selected and setup,
connections were then made between various components as
depicted in Figure 4.

Figure 4: Electrical Connections Between Components

When a signal is sent from the microcontroller to the clock
through any of its digital pins, such signal travels to the base
of an NPN transistor through a current limiting resistor.

Since the emitter of the NPN transistor is grounded
(connected to Ov), the signal flows to the connector of the
NPN transistor, which then switches off a PNP transistor
causing no signal to flow from the collector of the PNP
transistor to the clock. The flow or non-flow of signals from

P a

e}

(&

the microcontroller determines which digits of the clock turn
on or off.

D. Software Design

The software used in this paper consists of two major
parts. The first is the base control Arduino program which
comprises of all code interfacing the LED displays with the
microcontroller, Real Time Clock and Bluetooth module.
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The second is the android software which runs on an
android device that is used to set the clocks. The android
software designed to set the clocks was composed and
written using the MIT App Inventor software and it consists
of just three buttons as shown in figure 5.

[Enter Digits to Set Time HHMM

Connect
| J

Disconnect

| |
HHMM

Set Time

Figure 5: Android Mobile Interface

The first button of the software called the connect button
scans through all neighboring devices and establishes a
connection between the mobile device and the
microcontroller. The second button of the clock is used to
terminate the connection between the mobile device and the
microcontroller. The last button of the clock sends the value
of time imputed in the textbox to the microcontroller.

Table 1 shows the component used in the implementation of
timing and synchronization in digital clocks.
Tablel: Design Component

S/ b Components c'
uantity
d. e. f
ED strips 6 pieces
g h. i.
rduino Nano
i k. 1
RF24L01
m. n.
ransistors 0
p. q. I.

iodes

S. t u.

apacitors

v. w. X.

oltage Regulators

y. z. aa.

ero Boards

bb. cc. dd.

eal Time Clock

ff. 2g.
luetooth radio

10

Pag

(&

III. RESULT AND DISCUSSION

After assembling the system, the objective of the paper
which was to design an improved digital clock to
synchronize with one another thereby solving the problem
of clock drift was largely met. The completed prototype of
the digital clock is presented in figure 6. The digits
constructed on the clock display the time received from the
Real Time Clock via the microcontroller every second. This
time is then transmitted from the microcontroller on the
sending node to the receiving node via the wireless
transceiver every second. Whenever there is an input from
the Bluetooth radio attached to the sending node, the time in
the Real Time Clock’s memory is updated and then entire
process of updating the clock’s display and sending this time
through the microcontroller continues.

Figure 6: Clock Synchronization Result

IV. CONCLUSION

This work proposed and implemented an improved timing
and synchronization of digital clock through the use of
wireless communication. The design eliminated the effect of
clock drift cause by power failures. Though, inexpensive
hardware component was used in the design but the
accuracy is high and the objective of the design was largely
met.
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Development and Testing of Q-Basic Computer
Software for Newton-Raphson Power Flow
Studies

Abstract—There had been obvious system insecurity in
Nigerian power systems’ grid which often lead to
frequent power system collapse. Studies have shown
that the Privatized power companies that emanated as a
result of power sector reform carried out recently in
Nigeria are not fully on ground in network
argumentation, planning and analysis of the network.
For example, it is required that for any proposed capital
project execution which would add to the existing
Networks; certain analysis via system simulation need to
be carried out. Such analysis would display the likely
situation after the project is completed and
commissioned. These analyses include investigating the
bus voltage profile, power flow, losses, overvoltage
condition etc. Consequently, this paper presents a
development of Q-basic computer software package on
Newton- Raphson power flow algorithm and subsequent
testing on a 3 - Bus power system network with known
solutions. Steady state operating conditions of busbars,
generation, branch power flows and circuit system losses
were determined. The obtained results are presented
and discussed. These results are accurate and reliable,
because they agree with the known solutions of the
network. Conclusions are drawn, and necessary
recommendations are presented.

Index  Terms—System  Collapse,
Argumentation, Newton-Raphson,
Software Package, Busbars.

Simulation,
Power Flow,

Grid,
Q-Basic

[. INTRODUCTION

lectric power has become virtually indispensable in

modern societies in the sense that most industrial,

commercial, domestic and social activities are heavily
dependent on availability of electric energy. Electric power
generating stations are often located far from the load (or
power consumption) centres. Conventionally, several
generating stations are connected and to the load centres via
transmission lines to form an electric power system also
known as the grid [1], [2]. A power system is required to
maintain a continuous balance between electrical generation
and a varying load demand so that system frequency and
voltage are maintained at their statutory levels, while
guaranteeing system security.

The performance of the electrical power systems is
continually and extensively analyzed to assess its quality.
Such analysis is used in planning expansion schemes on the
system to cater for the ever-increasing power demand [3]-
[7]. Some of the analysis problems in system planning,
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requiring attention include power (or load) flow, fault level,
stability and reliability.

However, power flow studies frequently precede and, in
most cases, provide the starting conditions for complicated
system analysis such as optimization. Fault level, stability
and outage security assessment. Generally, the problem
encountered in transmission network planning has always
been the multitude of situations to be examined in order to
guarantee that a projected network is necessary and enough
for a given year. Such situations arise from load variations,
hydraulic variations, generation unit’s unavailability leading
to a reorganization of the generation program with every
failure, and finally unavailability’s due to transmission
equipment (i.e lines and transformers) [8], [ 9].

In Nigeria, Electricity Companies comprising Genco,
TCN and Disco are responsible for planning, installation,
generation, transmission and distribution of electrical energy
in the country and some neighbouring countries. They have
several generating stations including a mix of hydro and
thermal power plants mostly located in the southern and
middle parts of the country. Several papers had been written
and research had been carried out on power flow analysis
for power system grid using the Gauss, Gauss-Seidel, Fast
decoupling as well as other several iterative approaches
which are all slow in convergence [10]-[18]. Newton-
Raphson Iterative method is generally believed to be faster
in convergence [1], [4], [5], [7]. Thus, a suitable software
package for power flow method is developed.

II. NEWTON-RAPHSON METHOD

The method involves the idea of finding a vector x & FRY
such that,
F(x) =0
(1
Where F is a vector valued function of dimension N.
Expanding equation (1) in a Taylor Series and due to the
error in neglecting the higher order terms in the Taylor
series, Value x can be iteratively determined as,
) = (R-1) _f-lp{xiii-ﬂ}
2
Where, k = iteration, ] = A square matrix of same dimension
as x and F, and its entries are partial derivatives defined as
(4], [8], [18], [19],

3)

Where, p and q denote buses. This matrix is the Jacobian
matrix of the system of equation (1).
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Applying this method to power flow problem, the
derivatives of the mismatch form of the power flow
equation are used to force the bus power mismatch to zero.
An equation is written for each bus p

By +jQn = Eyly

“)
Where,
T E2, Vi By
(%)
Then,
NE
B +iQ =E ) Yk
. KE=1
= |E_,, I° lr’_,,'_,, + Z‘Ei l’r_u-:c FpEF:
H=p
(6)
Forp=1,2,3 ............ NB, excluding the slack
bus.

The parameters contained in the above equations and the
subsequent ones are clearly defined in table 1.

A set of starting voltages is often used to commence the
iteration process. The power P + ji calculated using
equation (6) is subtracted from the scheduled power
F, +j@Q; at the bus and the resulting errors stored in a
vector. Polar co-ordinates are generally employed for the
voltages. The voltages’ magnitudes and phase angles are
adjusted as separate independent variables. Each bus
injection equation is differentiated with respect to all
independent variables. Thus, for each bus the power
mismatch is calculated as [17], [18], [19],

dF dF
% (7 .
8@, = TiZig,. 86 + TkZi 55 BB
(®)

The partial differentials are arranged in a Jacobian matrix so
that the equations (7) and (8) can be written in matrix vector
form as,

ar ar ap Ap
AF 28 EF-N El Alegg_ AB
: 3yp 3Fyp 3Fyg AFpg_ 5 :
APygy aa 3855 ale g Alyg—y
Agy 25 _fg, 23 Ag AlE
[? aa. 3 8xg— e, I Exg— ||_—_ I
NE-1 an g an AR Saig-1
28 38,0 e 3 Exg—
©)

The solution to Newton-Raphson problem runs according
to flowchart in Figure 1.
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TABLE1
DEFINITION OF PARAMETERS

S/N Symbol Description
1 P Active (or real power) in megawatts
2 Q Reactive (or imaginary power) in

megavolt ampere
3 ] Jacobian matrix
4 K Iteration count
5 I Current
6 E Bus voltage in complex form
7 | Modulus
8 Y Admittance
9 NB Number of buses
10 * Conjugate
11 > Summation
12 A Incremental value
13 0 Partial differential
14 € Mathematical  representation  of

member
15 kV Kilovolt
16 Genco Generation Company
17 TCN Transmission company of Nigeria
18 DISCO Distribution Company of Nigeria
19 AF Acceleration Factor
20 NR Newton Raphson

Start
1. Set all voltage to starting value (usually 1.0
pu
/ 2. Initialize iteration count K

3. Provide load bus and generator bus powers
4. Provide power mismatch tolerance €

1. Calculate power and
2. Calculate all AP, AQ and save AP max. and AQ max.
3. Calculate Jacobian matrix

Calculate line flows losses and slack

K=K+1
bus power

Y

Print results
Update all voltages

0 =0 140 ((w )

o

Fig. 1. Flowchart of the Newton — Raphson power flow solution

For a fast convergence [7], [12], common method used is
to multiply the voltage corrections by a constant at the end
of each iteration. This constant is called acceleration factor
[21,[31, 9], [12], i.e
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Q;;‘j (Accelerated) = Q;R_lj +ox :j.l?;_',k_ﬂ,,,

|E, 1™ (Accelerated) = |E, | +oc AR, -8
Where, o = acceleration Factor 0.7 <> 1.4

III. DEVELOPMENT OF A NEWTON-RAPHSON POWER FLOW
(NRPF) SOFTWARE PACKAGE

To enable the solution of power flow problem using the
N- R method, a suite of computer programs has been written
to create a power flow software package. This NRPF
package was developed and implemented using a personal
computer (PC). Iterative conversational mode was employed
to interface the package with its users. The package was
structured in such a way as to fit into the limited core
memory of PC. This is achieved by use of the overlay
technique described in section A.

A. Structure of the power flow package

Overlaying together with interactive conversational mode
are used. Overlaying permits reduction of the working
memory of the computer and enables modularization of the
package. For the purpose of overlaying, the package is
divided into three stands — alone modules such that only one
module is resident in core memory at any given time. The
CHAIN command of Quick Basic is used to interface the
supervisor module NRPF to each of the modules LAMBE 1
and LAMBE 2 as shown in Figure 2. In the next section the
functions of the modules are described.

Ve

NRPF
Supervising Module

—

LAMBE 2

Fig. 2. Structure of NRPF Package

B. Package Description and Functions of the Modules

All programs are coded in Microsoft’s Quick Basic (QB).
Each module together with its subroutine procedures (if any)
is complete. The modules are:

1. NRPF Supervising module
2. LAMBE 1
3. LAMBE?2

1) Supervising Module (NRPF)
NRPF is the package supervisor. It controls the solution
procedure by enabling the user to choose which path of
the overlaying structure is to be followed. At system
level the command

(10)
(11)

C: >Quick Basic NRPF

Loads the module into memory and executes it. When
the module is active the display screen is as shown in
Figure 3.

NEWTON- RAPSON POWER FLOW PROGRAM
1. System data entry
2. Power Flow solution
3. Exit form package

Enter the number (1- 3) of your choice.

Fig. 3. NRPF menu display screen

2) System Data Entry Module (LAMBE 1)
The main function of this module is to permit the power
system data to be entered into the computer by the user.
The module is loaded and executed by selecting option 1
available on NRPF’s menu. The module interactively
solicits for the following data from user.

1. Number of buses (NB) in the network

2. Number of transmission lines (NL)

3. Transmission line data

- Start bus, (SB)
- End Bus, (EB)
- Series resistance, R
- Series reactance, X\
- Line charging admittance, ¥,

4. Bus scheduled active and reactive powers (F
and @,). The module then formulates bus
admittance matrix, ¥, . Due to the non —
availability of in — built complex arithmetic
functions in Quick Basic, the real and
imaginary parts of the elements of ¥;,, are
formed separately. The ¥}, building algorithm
is as follows;
¥,, The diagonal entries of ¥y, are formed by
summing the primitive admittance of lines and
line charging admittance.
¥,, The off-diagonal entries are the negatives
of the admittance buses p and q. if there is no
line between p and q this term is zero.

All data entered or generated in this module are stored
into appropriate data files for future use, so that this module
need not be called if the data files are already available. On

Power system data entry and Managenagi¢ from the module, the NRPF module is reloaded into
Newton — Raphson power flow solutiomemory and executed.

3) Power Flow Solution Module (LAMBE 2)
This module implements the Newton- Raphson power
flow solution method. It is loaded into memory and
executed when option 2 of module NRPF’s menu is
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selected. It makes use of data files created by LAMBE 1.
If such data files are not available, the program returns
an error message to the effect that the file is not
available. Thus, before this module is run, the user must
be sure that LAMBE 1 has already been executed.
Again, since Quick Basic does not have in — built
complex arithmetic library functions, the Newton —
Raphson power flow solution has to be reformulated in
rectangular co-ordinates (rather than the polar co-
ordinates) so that real and imaginary parts of variables
and parameters are handled separately.
The module consists of a main programme and the
following five subroutine procedures.

1. Sub Powers

2. Sub Currents

3. Sub Jacobian

4. Sub Voltage

5. Sub Power flows

The flowchart for the program’s logic is shown in Figure
4.

Start

/ Input
1, Slack bus voltage
2. Initialize all bus voltage
/ 3. Power mismatched or convergence tole
/ 4, Bus loads and generator bus power

i

‘ Initialize iteration count K

Input

1. Buses active and reactive powers using equations (13) &(14)
2, Power mismatches using equation (15) and (16)
3. Store max. mismatched power (SUB powers)

Advance iteration count

K+17k

Fig. 4. Flowchart for module LAMBE 2
Consider now the application to an n- bus power system.
The solution starts with the iteration counter K set to zero
and all the buses except the slack bus being assigned
voltages,
Ve =1+ j0perunit (12)
For a line connecting buses p and q of admittance,

Calculate line flows losses and slack|
bus power
Calculate Voltage Corrections (SUB
voltages) Y
Calculate current using equations (17) / print results
and (18) (SUB Currents) / /
Compute Jacobian matrix using equation End \
(19a to 22b) (SUB Jacobian)

F, = E;E: [ex(e;Gog + fiBoo) + fol f5Gos —€5Bns) ]

(13)
Qp = E;E: [ fo(es Gog + fiBus) — €5 Gos — €:85,)]

(14)

It has been assumed that the slack bus is the bus number 1
of the network. The main program then calls SUB Powers
which computes P and Q using equations (13) and (14). It
also calculates the power mismatches using equation (15)
and (16);

T

. (15

20 = 0 - 0
(16)

Forp=2,3,------- NB, p # Generator buses.
Furthermore, the maximum mismatches APmax and AQmax
are stored in memory. If APmax < € per unit and AQmax < e
per unit, then the iterative process has converged and control
transfers to SUB Power flows otherwise control transferred
to SUB currents to compute the bus currents using equation
(17) and (18)

206 00, ) A
e+ o

cH_F " %
P (EE17 o+ (R
(17)
’ ep )+ )
(18)
Forp=2, 3, ———m-- NB, p # Generator buses.

After the currents have been calculated, control transfers to
SUB Jacobian which computes the elements of the Jacobian
matrix using equations (19a) to (22b).

The entries of the Jacobian matrix are computed using
equations (19a) to (22b) [19], [20]

Submatrix J* i

Jeq = :Tz €plyg ~foBpg P ¥ 1
~(19a)
E: €y — foBpp + Ly

(19b)

£

Jig =

Submatrix j*

. aF _
lsg = a_:; = epBptfolps P F 9
(20a)

T+ d.r'p_
Jaq= e epBpp + folyy + dy
(20b)
Submatrix J*
1 e .
Ieq = 3:: €Bps+ flpg PF 9

(21a)
R
P = 3e, =epBpg+ folpp — dp

21b)

Submatrix /*
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a1 .
J5g= F—fz —plpg + foBpg P F g
(22a)
4 _ % _
Jow = T —eplpp + Bt o
(22b)

SUB Voltages is then called to solve the linear system of
equations (23) for the voltages Ae and Af. This subroutine
makes use of triangular factorization and forward and back
substitution to solve for the voltages.

2.2
. de B af . .
3] = 0o ] =0
FET
(23)

Where J is the Jacobian matrix which for convenience may
be partitioned as:
_[E:1
j=[5:]

I
The entries of the Jacobian matrix are computed
using equations (19a) to (22b) [19], [20]. This completes the
solution for the voltage corrections, Ae'®) and Af®). The
subroutine then updates the voltages for the next iteration as,
(R+13 _ (K + ﬂg[n‘_‘l

o =& o

(24)

j'_..ﬂl_n+1:| — j’_!.tll_nfl ‘I‘ ﬂﬂll_n‘_'l
(25)

The iteration count is increased by 1, i.e, k = k+1, and
control is transferred to SUB Powers. When the power
mismatch becomes negligible, then control is transferred to
SUB Power flows which evaluate the power flows as well as
the power losses in the lines. In SUB Power flows the power
flowing from Bus p to Bus q and measured at Bus p is given
by equation (26),

Fog = Gyg {95 + fi':l:}"'{gﬂﬁ? _ﬁsgq}_ Gpglepeg + fofy)

(26a)
Qps = qu{gﬁ + ﬁ;} + bypg\fpeg — g.ﬂfq} - B.ﬂq{g.ﬂgq +

¥ehe (55+ 70
BR)+
(26b)
Similarly, the power from q to p and metered at q is given
by:
By = Gpg(ef + /) + Bpglegfy — freq) — Gpq (egep +
fako)

(27a)
Qpg = B%ﬁ'{ﬁ?é,-'_ ﬁ?ﬁ} + Gy {f::g.ﬂ
ﬁ-'-fé} + -:nr'.—:"‘fq.
) (27b)
Power losses in each branch of the network are obtained
as the algebraic sum of the power calculated using equations
(26a) and (27a) and that calculated using equations (26b)
and (27b) for active power P and reactive power Q
respectively. While the total power losses in the system is
the sum of the absolute values of the calculated power losses

- gqﬁﬂ} - B_ﬂq{qu_ﬂ +

in each branch of the network. The slack bus power is
determined by summing the power flows on the lines
terminating at the slack bus.

IV. UNITS APPLICATION OF THE DEVELOPED SOFTWARE
PACKAGE TO A KNOWN SOLUTION OF POWER SYSTEM
NETWORK

In this section, usage of the NRPF package is illustrated
by testing it for a simple three bus power system whose
exact solution is known [19]. The network is shown in
Figure 5. The example was used to test each step of the
program. Per unit impedances of the lines are clearly written
in the Network diagram of figure 5. Other given data are,

v, =1.05+j0 (slack bus)

Number of buses = 3

Number of lines = 3

The scheduled power for buses 2 and 3 are

P, = 0.096,0,, = —2.07pu
Py = 3.15.Q, = 2.85pu

Power mismatch tolerance € = 0.001 per unit

1 /0.05 3
0.01+ 7001 j0.01
2 }
SZ

Fig. 5. Simple power system to illustrate usage of the
power flow software package [19].

LAMBE 1 is used to input and store the system data:

Number of buses, NB; Number of lines, NL; Start bus,
SB, and End bus, EB for each line; Line resistance, R; Line
reactance, X; Line susceptance, B; Busbar scheduled power
F, and Q.

LAMBE 1 then assembles the bus admittance matrix, Y
bus. A1l data are stored in data files (e.g Y2BUS. DAT and
PQ2BUS.DAT).

LAMBE 2 then executes with bus voltages initialized to
the slack bus voltage value V = 1.05 + j 0 per unit. The
Newton- Raphson iteration process converged with power
mismatch tolerance € = 0.001 per unit in 5 iterations. The
results are as follows:

Number of Buses = 3; Number of Lines = 3; Slack Bus
Number = 1, Slack Bus Voltage = 1.05 + j 0; Program
Converged in Iteration IT = 5, Power Mismatch Tolerance =
.001.

S
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TABLE 4
POWER FLOWS BETWEEN BUSES OF THE TEST NETWORK

Bus Power flow per unit
To Active Reactive
m
2 1.65 -5.25
1 -1.953 5.553
3 -1.08 -8.4
1 1.08 0.93
TABLE 2
DEFINITION OF PARAMETERS BUSBAR VOLTAGES OF THE TEST NETWORK IN
PER UNIT
Bus Voltage
1 1.05+j0
2 1.069 +j - .036
3 1.042+j - .05
TABLE 3

DEFINITION BUSBAR VOLTAGE MAGNITUDES, PHASE ANGLES, ACTIVE AND
REACTIVE POWER OF THE TEST NETWORK

Voltage Power
Bus No Magnitude Phase Angle Active Reactive
(Degree)
1 0 0 0
1.07 -1.929 9.61 -2.07
1.043 -2.967 3.15 2.849

V. DISCUSSION OF RESULTS

In power flow analysis, a generator bus is often used as
the slack bus. Hence, bus 1 was chosen as the slack bus and
its voltage is 1.0 < 0 per unit for the analysis. The voltage of
the generator buses would have been constrained to be 1.0 <
0 per unit but unfortunately none of the buses are with
generator.

From table 3, there is a wide variation of voltage profile,
thus, for any meaningful analysis, it becomes necessary to
identify buses with minimum voltage profile and buses with
maximum voltage profile. The minimum and maximum
voltage values acceptable for a normal power system
network are 0.95 and 1.05 per unit respectively [17]-[20].
On this basis, buses whose voltage magnitude falls above
maximum acceptable value are can also be seen from the
same overloaded [5]. It would have also been seen on the
same table that generator buses in the network and whose
voltages values are fixed at 1.0 < 0 per unit falls within the
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accepted range and therefore not overloaded. Similarly,
based on these results, loaded buses such as bus 1 and 2 in
the network have their calculated voltages within the
permissible range and hence, they are not overloaded.
Therefore, there exist no overloaded bus in the network
perhaps the distance of the buses from the source of supply
are not far.

From the flow pattern shown in Table 4 of the results, it
is observed that for a steady state situation, there are no
overloaded lines. For example, on Table 4, the active and
reactive power flow from bus 2 to bus 3 measured at bus 3
are - 2.021 and 2.821 per unit respectively. While the
returned power flow measured at bus 2 are 2.021 and -
2.716 per unit respectively. This implies that there is a
negligible active power loss on this line. Furthermore, there
is a reduction in reactive power flow when measured at bus
2, which accounts for the losses. However, it is ‘unhealthy’
of any power system to have higher reactive power flow
than active power flow as is the case for bus 2 — bus 3 and
bus 1 — bus 2 transmission lines in the network.

Also in Table 4, power flow analysis shows that the slack
bus active power is 1.65 per unit. This suggests that for the
Practical feasibility of the network as a power system, the
rated capacity of the Generator to be installed at bus 1
should be far greater than 1.65 per unit (165MVA).

VI. CONCLUSION

The paper has presented a review of Newton Raphson
power flow analysis. A computer software package is
developed for Newton- Raphson power flow studies. The
package was tested for a three Bus-bar network as case
study. The results of this analysis converged at the fifth
iteration. The quick convergence of the solutions of the
power flow analysis for the network considered in this paper
satisfied the theoretical reports of Newton Raphson power
flow iterative method. Newton — Raphson approach to
power flow solutions was observed to be the most
sophisticated and very difficult to program. However, it
converges faster than the other methods and the results are
often more reliable. Thus, it is worth mentioning that the
obtained power flow analysis results are in conformity with
the known solution of the Network.
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Abstract — The ecliptic power supply in Nigeria is one of the
major banes of the Nigeria industrialization, which consequently
lead to very high unemployment rate, low tax revenue, the
continual stagnation of Nigeria nation as a third world country,
etc. The smart energy system is an efficient and cost effective
energy generation, distribution and consumption that are
intelligently and flexibly integrated to optimized energy
generation, distribution and consumption. To generate sufficient
electricity for Nigerians, the governments have to prioritize
centralized and decentralized renewable and non — renewable
energy sources simultaneously. This work evaluates different
ways in which smart energy system paradigm can be the fast
and sustainable solution to Nigeria ecliptic power supply. By
looking at different ubiquitous cost effective sources through
which power can be generated, distributed and used efficiently.

Keywords: Smart Energy Systems, Smart Grid, Power to Gas,
Vehicle to Grid, Nigeria Ecliptic Power Supply, Renewable and
Non — Renewable Energy, Sustainable Energy

| Introduction

Nigeria is a beautiful country, endowed with numerous
resources by nature: human resources, mineral resources,
weather, arable land, water resources, and any good thing of
nature you can imagine. With these resources, the imperative
question for any right thinking person is why Nigeria nation
is still a third world country with tendency to a failed State

since Nigeria got her independence from their Colonial
Master(s)? Many accomplished Nigerians, Nigeria
organizations, international citizens and international

organizations have tried to answer this question in an attempt
to aid Nigerians (Nigeria Government and citizens) in solving
numerous challenges (insecurity, hunger, inadequate social
amenities, etc) confronting them. Many of them said that the
major challenge is corruption resulting from ineffective
leadership. While we will partly agree with that view, we will
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rather say as a fundamentalists that the number one enemy of
Nigeria / Africa development is spiritualism (Which we call
‘Africa Magic / black & white’). Reason being that
corruption resulting from ineffective leadership is a by —
product of spiritualism as practice in Nigeria / Africa because
it enslaves the mind and compromise to a greater extent the
logical reasoning of Nigerians. =~ While the spiritualism
concept as practiced in Nigeria / Africa will be discussed in a
different avenue, smart energy system is core in addressing
many challenges in Nigeria.

The engine of life world over is uninterrupted electrical
power supply, which is at the core in catalyzing the
development of any nation. Stable electricity supply is at the
core in ensuring that more industries are working; which aid
in mitigating numerous challenges facing Nigeria, thereby
leading to a stronger nation. The author in [1] enumerated the
history of the electricity industries in Nigeria, the challenges
and proposed some solutions which are based on the
hierarchical electrical grid that currently exist in Nigeria.
Agreed that adopting the proposed solutions will definitely
enhance the quality of electricity in Nigeria, but the
electricity generating capacity in Nigeria is far low to meet
the demand of Nigerians, hence the need for a shift in
paradigm to smart energy system in order to meet the energy
demands in Nigeria. In figure 1, the current hierarchical
structure of the electricity grid in Nigeria is shown.
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Fig 1: The existing structure of the hierarchical electricity grid in Nigeria [2]

To illustrate the impact of the ecliptic power supply on
Nigeria economy, the Nigeria Director General of the
National Association of Commerce, Industry, Mines and
Agriculture (NACIMA), Ambassador Ayoola Olukanni stated
that Nigeria private businesses spend over $14 billion
annually on acquisition of power generators, their
maintenances and fuelling [3]. If the aforementioned amount
is spent by the private businesses annually, imagine the
amount that is being spent by private sector, public sector and
individuals combined annually on power, also imagine the
impact of the accumulative sum will have on the Nigeria
economy assuming the Nigeria state have stable electricity.

In addition, the Manufacturers Association of Nigeria (MAN)
has stated that the investments in Nigeria are being lost as a
result of the continued poor power supply across Nigeria,
resulting to companies relocating their manufacturing plants
to Ghana with relatively stable electricity in West Africa
Region [4]. Also, MAN in [5] stated that poor power supply
had remained the bane of the manufacturing sector in Nigeria,
they maintained that it was one of the core reasons why the
cost of the locally produced goods were beyond the reach of
the average Nigerian. No wonder the Nigeria economy is
import dependent and there is over 23% unemployment rate,
if combined with underemployment, could reach 50% [6].
Based on the reports above, it is now obvious why there is
high level of insecurity in Nigeria.

Nigeria currently have over 15000 megawatts installed
capacity of electrical power generation plants across Nigeria,
consisting of thermal plants with install capacity of over
10,000 megawatts, hydroelectric electric power plant with
installed capacity of over 5,000 megawatts and wind farm
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with installed capacity of 10 megawatts [7][8]. Despite these
available power generation plants capacities, only around
7,000 megawatts of power is currently being generated and
the power that actually reaches the industries and other final
users is around 4,000 megawatts of energy. No wonder
Nigeria is now the poverty capital of the world, and the
insecurity in Nigeria is worsening daily. Furthermore, they
end users of the power distributed hardly pay their electricity
bills, especially the public sectors which result to the loss of
revenue for the distribution companies due to the absence of
prepaid meters in most locations. And the distribution
companies allotting exorbitant bills to the few users that pay
their bills, while the workers from these distribution
companies resorts to all sorts of illegal activities to extort the
final users at the expense of the distribution companies.
Making power sector in Nigeria unattractive to the private
investors, which could have been the driver of the power
sector in Nigeria as a result of the big market.

Smart energy system is defined as new technologies and
infrastructures that create new forms of flexibility, primarily
in the conversion stage of the energy system. This definition
entails merging electricity, thermal and transport sectors so
that the flexibility across these different areas can compensate
for the absence of flexibility renewable energy resources like
wind and solar [9]. As opposed to smart grid concept that
takes sole focus on the electricity sector, the smart energy
system include the entire energy system in its approach to
identifying suitable energy infrastructure designs and
operation strategies. The smart grid only focus on the
electricity sector usually lead to the conclusion that
transmission lines, electricity storage and resilience electricity
demands are the main technique to deal with the integration
of the unstable renewable power sources. But the nature of
wind, solar and other similar sources have the consequence
that these measures are not effective and cost — efficient. The
most effective and cost — efficient solution is combining the
electricity sector with the transportation, cooling and heating
sectors simultaneously [10].

Smart grid on the other hand is the integral part of smart
energy system. The smart grid involves the application of
advanced electrical engineering and services technologies,
facilitated by the application of ICT (information and
communications technology) and concomitant solutions to
more effectively and efficiently managed complex
infrastructure investments [11]. While [12] stated that the

| 63



Proceedings of the 2nd International Conference of the IEEE Nigeria Computer Chapter:
IEEEnigComputConf'19: Ahmadu Bello University, Zaria, Nigeria, October 14-17, 2019

smart grid are the technologies that observes the state of
power system and intelligently take decisions to quickly clear
faults, restores power and monitor demand to preserve
stability and performance of the electric power network
formerly done by engineers. Smart grid is explained by the
author as comprise a broad and evolving range of advance
technologies that can be applied along the full electricity
supply chain — from generation, via transmission, distribution
and metering to end users. The smart grid is also explained
as the future for the development of future generation,
transmission and distribution networks that is highly flexible,
reliable and sustainable. The smart grid concept encompasses
the integration of renewable energy sources; application of
innovative technologies; use of communication technologies
to improve observability and controllability of networks;
development of intelligent applications, protection, and
automation concepts; high security of supply and overall
suitable network performances; and design of new network
structure like micro-grids, DC networks, and overlay
transmission grids [13].

This work is organized as follows; section II discusses smart
grid on sustainable energy generations, transmissions and
distributions as practiced in the developed world in terms of

B S

Cities and Officies

Electric Vehicles

centralized and distributed energy systems, section III
discussed how to transit from the existing silo hierarchical
grid structure to smart grid, section IV look at Smart Energy
System for Nigeria Stable Power, while section V concludes
the work and makes suggestions on how Nigeria can transit to
a nation with stable power .

11 Smart Grid

Smart grid paradigm had briefly been discussed earlier in the
introduction part of this paper, but for emphasis sake; smart
grid concept is a consolidation of all technologies, concepts
solutions and methodologies that allow the isolated
hierarchies of generation, transmission and distribution to be
replaced with an end — to — end organically intelligent and
fully integrated environment where business processes,
objectives and needs of all stake holders through efficient
exchange of data, services and transactions. This is achieved
through the use of smart sensors for faults detection,
reporting and preventions via two way communications. It
empowers the consumer to interact with the energy
management systems to manage their energy use and reduce
their energy costs [2]. Figure 2 shows the smart grid, while
table 1 shows the difference between the existing silo
hierarchical grid system and smart grid.

Nuclear Power
Plants

Solar Power Farm

Wind Power Farm

Fig 2: Smart grid Paradigm
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Table 1: Comparison of Existing Grid and Smart Grid [2]

One = way Two = way

Communication communications

Electromechanical Digital

Centralized Generation Distributed Generation

Few Sensors Sensors throughout

Hierarchical Network

Blind Self — monitoring

Manual Restoration Self — healing

Failure — blackouts Adaptive and Islanding

Manual check / test Remote check / test

Limited control Ubiquitous control

Few customer choices Many customer choices

Many incidents in smart grid are local in nature; hence have
to be solved locally via in-built localized intelligence.
Though, higher systems and applications may need to be

informed about the occurrence of such incidents and the local
action taken to attend to those incidences, but the higher
systems and applications do not have to assume the urgent
and critical control in implementing remedies to local
incidences.

I Transition from Existing Grid to Smart Grid

Now that we have gotten grip of the features of smart grid
paradigm, and the differences between the existing power
grid structure in Nigeria and smart grid, the question is, how
can the existing grid structure be transformed to a smart grid?
The answer to this question is that smart grid should not be a
disruptive power grid technology (that is, replacing the
existing silo hierarchical grid structure) but complementary to
the existing grid structure, adding to its capabilities,
functionalities and abilities via an evolutionary path. Hence,
this necessitate a smart grid topology that allows for organic
growth, inclusive forward looking technologies and full
compatible with the existing grid structure. At the core of the
transition from the existing grid structure to smart grid is
through an ad-hoc integration of complementary components,
subsystems and functions under ubiquitous control of highly
intelligent, distributed commands and control systems. In
addition, smart grid evolution is anticipated to necessitate
plug and play smart Micro-grids. Micro-grids are
interconnected network of distributed energy systems that can
operate within or outside the existing grid [2]. The smartness
of the Micro — grids is a function of the level of close — loop
intelligence that allows the needed level of automation,
energy management and protection to be built into the
system.
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Fig 3: Transition for existing grid to smart grid [2]

Figure 3 shows the steps in transiting from the existing grid
structure to smart grid. The horizontal axis is the required
investment to be made, while the vertical axis is the expected
return on the investment (ROI). Transiting to smart grid
paradigm in Nigeria is very good in ensuring uninterrupted
power supply which is the engine of development for any
nation. But the power generation capacity in Nigeria is very
low; hence canvassing for this transition currently seems
unattainable, even though there is nothing impossible when
there is the will. The focus now should be removing all the
bureaucratic bottlenecks to ensure foreign direct investment
into the power generation being that the Government of
Nigeria claim not to have sufficient fund to invest in the
power generation that will be sufficient for her citizens.
Though, smart grid being a more sustainable solution should
be the mission of the new investments in the grid.

v Smart Energy System for Nigeria Stable Power
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Many authors have canvassed for the government
investments into new generation plants to be able to meet the
power need of her citizens, we will partly agree that it is the
solution, based on the current economic situation of Nigeria
government, it can be deduced from the reviewed literatures
that the most effective solution to enhance power generation
in Nigeria is that the Nigeria government should try to revive,
repair and optimize all of the already existing installed power
plants in Nigeria to ensure that they generate to their full
installed capacities adding ad-hoc smart sensors network that
will enhance the intelligence in ensuring their optimal
performances. Followed by reviewing and optimizing the
power lines with ICT based devices for monitoring and
maintenance of the power equipments to ensure that the
generated power reaches the end users. Coupled with the end
users using energy efficient devices, to conserve the
distributed-energy.
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The smart energy system as explained in the introduction part
of this paper is a global paradigm shift into more sustainable
and greener energy as shown in figure 4. From the global
perspective, the smart energy system encompasses the
following energy sub — systems: Vehicle — to — Grid (V2G)
subsystem; The process in which the car batteries especially
electric vehicles (EVs) are used to store the renewable energy
sources during the peak period and returned back to the grid

during the off — peak periods [14. While this concept is ideal
in the developed nations with required infrastructures, it may
not immediately be used in Nigeria because low / lack of
renewable energy infrastructure, sources and EVs with
required battery capacities to store sufficient energy that can
make impact on the grid. Figure 5 shows the concept of V2G

subsystem.
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Fig 5: Vehicle — to — Grid Concept [14]

From the global perspective, another energy sub — system that
made up of smart energy system is 4th generation district
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heating (4GDH). This is a comprehensive technological and
institutional concept, through which smart thermal grids aids
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the development of sustainable energy systems. It provides
the heat supply of low energy buildings with minimal grid
losses in a way that the use of low — temperature heat sources
are blended with the operation of smart energy systems [15].
While this sub — energy system may sound unnecessary for

[ oo Rasl
‘.’ Integrated low-energy

space heating, cooling
and hot water systems

structures

Waste heat recycling and
integration of renewable
heat

those in the southern part of Nigeria with moderate climate /
weather conditions, it is very useful for those in the Northern
part of Nigeria with extreme weather conditions at different
period of the year. Figure 6 shows the schematic diagram of
4GDH energy sub — system.
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ntegrated part of the
operation of smart
energy systems
including 4G District
Cooling

Fig 6: 4GDH Concept including smart thermal Grid [16]

Another energy sub — system that made up smart energy system paradigm is power to gas.

Power

tO Transformation

_.yH2

H2—Storége Hydrogen

Electrolysis

Methanation

——— NG|_|2

Natural Gas with
H,-Admixture

Natural Gas Grid

—> NG,

Natural Gas with
Natural Gas Grid CH,-Admixture

Fig 7: Power to Gas process [17]

Figure 7 shows the mechanism of power to gas process. It is
applied to enable large scale storage of renewable energy
sources during the peak period to save the excess power,
which will compensate the short time or seasonal imbalance
of renewable energy sources. It is achieved by converting
electricity into hydrogen through a process called electrolysis.
The hydrogen that is generated can serve as a link combining
the electricity, traffic and heating sector in one market [17].
This process may seem farfetched by the level of energy
sector development in Nigeria, but being futuristic, it will be
good to draw a blue print of the energy sector in Nigeria
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toward smart energy system, because that is the global
sustainable energy model.

\% Conclusion

If Nigerians are serious about changing the sorry state of
Nigeria nation, a concerted effort is required from all
stakeholders in ensuring that there is a stable uninterrupted
power supply in Nigeria. Take to piece numerous challenges
confronting Nigeria state, stable electric power is at the core
in mitigating those challenges. The smart energy paradigm
can be started in Nigeria by various states and federal
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governments of Nigeria drafting and enforcing polices that
will enhance smart energy system. The federal government of
Nigeria should decentralize the power sector, by granting
permits to various states that can generate and distribute their
own power, thereby removing excess loads on the limited
power generated and distributed across Nigeria. The
government of Nigeria should enforce distribution of prepaid
meters to Nigerians, in that way, the distribution companies
will know that the revenue they will generate is function of
power they distribute, making them responsible stakeholder.
Not the current exploitation of Nigerians by the distribution
companies irrespective of the power they distribute, making
them irresponsible stakeholders.
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Abstract — Travelling Salesman Problem (TSP) is one of the earliest combinatorial problem that is identified to be NP-hard
problem. It is a problem that seeks to find the shortest possible route in a graph problem which passes through all nodes only
once and return to the starting point. A variant of TSP is the Freely Open-loop TSP (FOTSP) which seeks to find the shortest
route in the graph without having to return to starting point and with no specific starting or end node. In this paper, a
reduction of polynomial complexity for TSP problem into FOTSP is presented and vice versa. This reduction proves that
FOTSP is also NP-complete just as TSP.

Keywords — FOTSP, NP-complete, NP-hard, Polynomial Reduction, Travelling Salesman Problem.

I. INTRODUCTION very easy to verify that the route weight is actually less
The Travelling Salesman Problem (TSP) is a thanL.
combinatorial problem which has application in a lot of This kind of problems such as TSP are termed NP-hard

areas of life. It is the problem of a salesman who wish to  problems. They are problems that cannot be solved by any
deliver goods to his costumers located at different known algorithm using a deterministic Turing Machine
locations scattered around. The aim of the solution is to  (TM) but once a solution is provided it is easy to verify
find a route that has the shortest length (weight) while [3]. This means TSP is not easier than any other NP-hard
visiting each of the costumers (nodes) only once and problem, and therefore, a solution to it implies a solution
returning to the starting point [1]. to other NP-hard problems exist. This is proved through
The surest way to find the route with the shortest demonstrating that a problem, such as TSP, can be reduced
distance in TSP is to try all possible routes, find their  using an algorithm of polynomial complexity to another
distances and determine the one that has the shortest route. ~ known NP-complete problem[4].
This approach is the brute force approach. In a fully The various real life applications of TSP also make it
connected TSP (when all nodes are connected to every  popular. Logistic supply, plane route planning, microchip
other node by a direct path/edge), where the path from one  manufacturing, circuit board drilling, DNA sequencing
node to another is not necessarily the same as the return  and many others are areas in which solution to TSP is used
path, the number of possible routes is N!. This scenario is  to minimise cost of providing the services or determine
called the asymmetric TSP (aTSP). If the distance (weight)  solutions [2] [5] [6].

of the path from one node to another is the same as the Regular TSP where return to origin point is desired is
return path, the number of possible routes is (N-1)!. This is  termed closed loop TSP. Some other cases may not need
the symmetric TSP (sTSP or simply TSP) scenario [2]. the return to the origin. Example is when a delivery firm

Brute force becomes unbearable, even with high  hire a van that is going to do deliveries, and the cost of
computing capacity, when the number of nodes reach a  travelling from the depot up to the last costumer is borne
few tens. For just 20 nodes, there are by the delivery firm. In this case there is a fixed starting
121,645,100,408,832,000 possible routes in a fully point (the depot), but it does not matter where it ends. All
connected symmetric case. A computing device capable of  that matter is to minimise the journey during delivery. This
testing one route per clock cycle at 3GHz rate will take  case of TSP is therefore an Open-loop TSP (OTSP).
more than 469 days to complete the tests. This necessitates ~ Sometimes the final destination is also fixed even though
the search for other smarter means of finding a solution or it does not have to return to base [5] [7].
an approximate solution. Another scenario is when the beginning and the end

Another version of TSP asks the question of, “Given a  does not matter. This is Freely Open-loop TSP (FOTSP).
route weight, say L, and a connected graph, whether there ~ An example is when drilling circuit board. It does not
is a TSP route in the graph which has a weight less than  matter where the machine starts or ends. All that matter is
L?” This is the decision version of TSP and is a subject of  minimisation of distance which translates to energy
a lot of research because of its relationship to other savings. Other variants of TSP exist which include n-
combinatorial problems [2]. It proves to be difficult to  OTSP where the traveller is constrained to visit only n
deterministically solve, but when given the answer, it is  nodes which is less than the total nodes [7].
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FOTSP received little attention from researchers as
such there is no proof known to us that it is NP-hard or
there is some algorithm for solving it. In this paper a
reduction of FOTSP into TSP will be presented which will
serve as a proof that FOTSP is NP-complete.

The rest of the paper is arranged as follows. Section II
gives the theoretical background of TSP, its complexity
and some available solutions to TSP and FOTSP. Section
III describes the method of reducing TSP to FOTSP.
Section IV gives an example of the procedure. Section V
discusses the complexity and implication of the procedure.
Lastly, Section VI concludes the paper.

II. THEORETICAL BACKGROUND
A. Complexity and TSP

In theory of complexity, problems that are easy to
solve and easy to verify a given solution are categorised as
P class of complexity. Easy here means the complexity of
the solution scales polynomially (P) as the size of the
problem increases [3].

There is another class of problems which are difficult
to solve. But when a solution is provided, it is easy to
verify that it is a valid solution. These problems are mostly
combinatorial search problems. The size of the search
space normally increases exponentially with respect to size
of the problem. When there is no known polynomial
algorithm to solve the problem using deterministic TM,
but a solution is easily verifiable in polynomial time, the
problem is said to be NP-hard (N for Non-deterministic)
(3] [8].

There are dozens of problems that are proved to be NP-
hard, among them are: Boolean Satisfiability, Hamiltonian
Circuit problem, TSP and many others. An NP-hard
problem that is confirmed to be at least as hard as any
other NP-hard problem is termed NP-complete. This
confirmation is done by reducing the NP problem to
another NP-complete problem using an algorithm of
polynomial complexity. The decision version of TSP is
proved to be NP-complete through similar technique[4].

It is still the subject of research whether NP problems
are really never solvable in polynomial time using
determinist TM or there are some unknown techniques for
doing such. This problem is coined the P vs NP problem.
Many attempts were made to find efficient solution to NP
problems or solution to P vs NP problem [9]. Some
solutions available for TSP are discussed in the subsection
ahead.

B. Solving TSP
The attempt to have efficient solution to TSP can be
categorised into three basic categories. One is to have an
exact solution to the problem more efficiently, the second
is to have approximates, while the third category is the use
of heuristic algorithms solutions for a more efficient
algorithm [9].

Example of exact solution is the branch and bound
algorithm. It is a dynamic programming technique that
reduces the complexity of TSP solution to N*2N [10].
Though still exponential, this is a huge improvement over
brute force. It uses bounds to discard any branch of the
solution space that has a weight larger than the global or
branch bound or when it is not feasible. Different methods
exist for choosing the first global bound.

Among the early solutions to TSP is the Held-Karp
algorithm. It was presented in 1962 as an exact algorithm
that solves TSP with computational complexity of
O(N*2") and memory requirement of the order O(N2V).
This was achieved by a dynamic programming method
which splits the problem into smaller sub-problems. It
advances the solution to bigger sub-groups recursively and
whenever a smaller sub-problem is required, it is recalled
from memory [11].

Kruskal algorithm is used in an approximation
algorithm to create upper bound through the use of
minimum spanning tree (MST). The MST is created by
arranging the weights of all the edges in ascending order,
then an edge is picked from the smallest upward provided
it does not create a cycle. Twice the total weight of the
MST is the upper bound used with a dynamic
programming technique to replace some of the edges until
a valid circuit is formed. The complexity of such algorithm
is of the order O(£log(N)), where E is the number of edges
and N is the number of nodes. In fully connected situation,
E o N*[12].

Among the approximate algorithms is the nearest
neighbour algorithm. Nearest Neighbour is a very quick
greedy algorithm in which the salesman starts from any
city and visits the city with smallest distance among the
cities not visited yet. He continues that until all the cities
are visited, after which it returns to the starting point [13].
It does not normally produce optimal result, but it is a very
quick way of getting a short route.

Metaheuristic algorithms use techniques that mimic
nature to find solution to search problems. They provide
good solutions with low complexities. Among the popular
ones is the Ant Colony Optimisation (ACO). ACO was
used to solve TSP in [14]. The algorithm mimics the
behaviour of ants when seeking the best path. Those who
traversed the path before drop some pheromone for others
that will follow to know the path already traversed by
others. Experimental tests show it can achieve 99%
accuracy with a complexity of the order O(NV *).

Genetic algorithm is another metaheuristic algorithm
used in solving TSP. It uses the way genes mutate and go
through selection of the fittest [15].

In general, as shown above, the exact algorithms are
exponential, while the approximates do not guarantee
optimal result.
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C. FOTSP

2-Opt, 3-Opt etc. provide approximate solutions to
TSP. In 2-Opt, two edges are removed and alternative
edges, which can replace them with lower weight, are used
to replace them. This continues until there is no more
replaceable two edges. Some algorithms for implementing
2-Opt can have complexity of about O(N?). This makes it
suitable as a good heuristic algorithm and gives very good
results especially in euclidean cases, where the distances
obey triangular inequality.

In [16] it was shown that 1-Opt can be used to optimise
FOTSP with a complexity of the order O(N?). This is
because in 1-Opt, only one edge is replaced by another.
Therefore, a method is presented in this paper with which
TSP can be converted to FOTSP. The conversion has
complexity O(N?) and hence TSP can be optimised using
1-Opt. The resultant complexity is therefore, O(N?) which
is better than 2-Opt. The conversion also serves as the
proof that FOTSP is NP-complete.

Ill.  REDUCTION OF TSP TO FOTSP
A. Eliminating 1 Node
TSP is generally represented in the form of adjacency
matrix. This is a matrix that displays the weight of path
between any two nodes in a row and column
corresponding to the nodes. Fig. 1 Shows example of an
adjacency matrix.

A B C D

L |
A oo Wiz Wi3 W
B W21 o Wh3 W
C W33 W33 w W3
D Qwyq Wiy Wy3 ooy
|

Fig. 1: An Example of Adjacency Matrix

In Fig. 1, A, B, C and D are the nodes. w,,, for
example, is the weight of the edge between A and B. In
TSP, because it is a condition that the traveller can not
move from a node to the same node, the distance of, say
node A to A is written as infinity instead of zero.

If a constant is added to all elements of a row or to all
elements of a column in an adjacency matrix of TSP, the
optimal route of the original matrix remains the same as
the optimal route of the new resultant matrix.

In the light of the above, we can equalise the weight of
all edges from a particular node to all others by adding a
given number to each column. Also we can equalise the
weight of edges from other nodes to a particular node by
similar additions. After these operations, the path with the
minimum weight will still remain the same as before the
operation.

If these equalisations are done, then it does not matter
from which node you approach the particular node or to
which node you move from that particular node, the
weight effect of that node will be the same. This means the
node, if removed, will leave an open edge in the routes
which can start or end at any node. Therefore, the optimal
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FOTSP route of the graph will form the optimal TSP route
of the graph if the equalised node is put back.

As a result, equalisation of an N node TSP problem can
be reduced to an N-1 FOTSP problem through elimination
of the equalised node. The steps needed in this reduction
can be summarised and generalised as follows:

a) Let the minimum weight allowed on any edge be Wy

b) Subtract the weights in the row of node to be removed,
from the columns in which they appear except the
column with oo.

c) Subtract the weights in the column of node to be
removed, from the rows in which they appear except
the row with co.

d) Find the minimum weight of the new matrix as wyn.
Then add w,,;,-wyx to all the elements of the matrix.

e¢) Remove the equalised row and column.

Then the resultant matrix will have an N-1 optimal
FOTSP route which if the removed node is placed back in
its open edge, an N optimal TSP route will be formed. In
other words, solving the FOTSP gives solution to the TSP.

The example given in the next section gives more
clarity to the reduction of TSP to FOTSP.

IV. EXAMPLE OF TSP TO FOTSP REDUCTION

Fig. 2 shows a symmetric TSP adjacency matrix
showing the weight of going from all nodes to other nodes.

f

oo 12 3 7
12 oo 13 2
3 13 oo 9

7 pa 9 oo

o 0 0 0) fo 0 0 '
12 [++] 10 -5 0 oo 2 17
3 1 o 2z 0 2 o 1
7 10 6 oo 0 17 -1 [+ +]

o \- o
(a) b)
fo 18 18 18)

18 o0 16 1

18 16 w 17

oo
(c) / (d)
Fig. 3: Example Reduction of TSP to FOTSP
(a) Row equalisation (b) Column equalisation
(c) Normalisation (d) Reduction
a) Let us assume the minimum weight allowed is Wy, - 1.
b) To equalise first node, subtract 12 from 2™ column, 3
from 3™ column and 7 from 4™ column (F ig. 3(a)).
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¢) Then subtract 12 from 2™ row, 3 from 3™ row and 7

from 4™ row as shown in Fig. 3(b).

It can be seen that the minimum value from elements

not on the equalised row and column is wy - -17.

Therefore, we will add Wi, — wyn—= 1- (-17) = 18 to

all elements to have Fig. 3(c).

e) The equalised row and column are removed, to get
size 3 FOTSP (Fig. 3(d)). Its FOTSP solution gives
solution to the size 4 TSP through insertion of the
equalised node in the open edge of the FOTSP optimal
route.

d)

V. DISCUSSION

Whichever position the removed node happens to be
placed, it will add up the same value to the route. This is
because all the weights to and from the node are the same.
This means it can as well be placed in between the nodes
at the open end in order to close the route. Any open-loop
TSP route in the reduced problem can be closed with the
removed node without affecting its rank. This means if the
FOTSP route with the smallest weight is closed, it will
remain the TSP route with the smallest weight. Therefore,
optimal FOTSP route of the reduced case is automatically
the optimal TSP route of the non-reduced TSP case.

The computational complexity of the reduction is at
most quadratic. This is because it involves additions and
subtractions to the elements whose number is N(N-1). It
also involves finding the minimum in the reduced area
whose number is (N-1)(N-2). The space complexity is also
at most quadratic. That is the memory required to save the
elements of the matrix.

This concept that a node with all equal weights to and
from any node can convert a FOTSP problem to a TSP
problem can be used as a procedure for the reverse
conversion also. In that case, we can say the reduction
procedure to convert FOTSP to TSP has linear complexity.
This is because it involves just adding 2N equal weights.

VI. CONCLUSION

In this paper we have discussed a procedure of
polynomial complexity (quadratic) for reduction of TSP to
FOTSP. We have also seen that the concept can be used to
convert FOTSP to TSP with linear complexity. This is,
therefore, a proof that FOTSP is an NP-complete
combinatorial problem.
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Abstract— One of the major challenges for healthcare
services all over the world is the queuing process, especially
in developing countries. Application of queuing theory
enhance decision making and, queuing theory is not
commonly used by managers in developing countries in
contrast to their counterparts in the developed world. In
many hospitals, patients have to wait for a long period in the
healthcare facility before they will be attended to by the
health personnel. Therefore, there is a need for a portable
and smart queue resolution system. This project presents the
Design, Construction and Testing of an Electronic Hospital
Queuing Solution System, the proposed system operates on
an input/output basis; centered on a programmed
ATMEGA328p microcontroller. The system receives the
input from the client on the device through the use of a Radio
Frequency Identification (RFID) card reader which reads the
card of the patient and therefore a number will be assigned
to the patient, whereby he/she will proceed to the appropriate
assigned seat. When a doctor is available, a receptionist will
then press the button of the next available doctor and this
action then triggers a record of the next patient on the queue
by calling it through a speaker and displaying it on the
Liquid Crystal Display (LCD). This system was aimed at
maximizing the Doctors competence and enhancing quality of
their service and, the use of RFID card reader will minimize
the waiting time and improves the queuing process.

! Keywords—electronic
solution system, RFID Card

system,  hospital queue,

L INTRODUCTION

Acute care is the treatment of severe medical
conditions for only a short period and at a crisis level.
Many hospitals are acute care facilities which mean there
are no adequate doctors to attend to patients who require
proper medical attention. Therefore, hospitality was not
only given to the traveler but, it can also be given to the
sick, result shows that hospital patients sometimes left
feeling unsatisfied despite receiving the necessary medical
treatment [1].

Queuing has been the major challenge in almost all
healthcare systems. In the developed world, a significant
amount of research has been carried out on how to
improve queuing systems in various hospital settings.
This, unfortunately, has never been the case in developing
countries such as Nigeria. This paper tries to contribute to
this topic by analyzing the queuing situation in
government hospitals in Nigeria and also to bring its
practical value as to how the process of decision making
can be enhanced in hospitals around the world. Queueing
theory is defined as the mathematical study of waiting for
lines or queues. When the demands for services increases
and exceeds the limit of the service, therefore, the queue is
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said to be developed [2].

Its increasingly becoming a common management tool
in decision making in the developed world. This important
tool, unfortunately, has been minimally used in most
healthcare systems in Nigeria and other parts of African.
Queuing theory has now been utilized in industries to analyze
how resource sharing constrained systems respond to various
demand levels [3].

Very lengthy queues are symptomatic of inefficiency
in the hospital services. Unfortunately, this has been the
case in many public hospitals in Nigeria and other
developing countries. Capacity management decisions in
Nigerian hospitals are usually based on skill rather than
the use of strategic research model-based analysis. Like
any hospitals in Nigeria, ST Gerald hospital Kaduna, ST
Gerald receives a large number of patients daily has results
to a long patient waiting times.

There have been a lot of publications on the
Application of queuing theory used to model hospital
settings [2]-[6]. In most healthcare settings, unless an
appointment system is in place, the queuing discipline is
either first-in-first-out or a set of patient classes having
different priorities (as in an emergency department, which
treats patients with life-threatening injuries before others).

Waiting has become part of human daily activities.
When there are too many people waiting to be served and
fewer service providers (i.e. when demand is higher than
supply), a queue has to be formed to identify the client that
comes before another. Hospitals are one of the major
organizations that have a greater number of populations of
client that are waiting to be served. For many, waiting on a
queue is an infuriating experience that should not happen.
Those negative experiences can cause a hospital a lot of
negative image minds of their patients which may lead to
those patients changing one hospital for another,
sometimes even a good hospital for a bad one.

For several reasons, satisfying customers within the
shortest time possible by providing a faster service has
recently received managerial attention. These reasons
maybe because in developed countries the standard of
living is high, time is valued more than commodity hence,
customers have less desire to wait for service. Also, it was
unanimously agreed that organizations now get to know
the effect of speed of service to the future of their
organization.

The solution is to design a microcontroller-based
hospital queue management system presented in this
paper. It enables the coordination of patients to avoid end
to end sitting in waiting without any assurance of who is
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next in the queue or who the doctor will attend to next.
This will allow patients to flow in an orderly manner
seeing the doctor who is to attend to them.

II.  RELATED WORK

In a research conducted by [7], a Smart Queue
Management System was proposed using Global System
for Mobile (GSM) modem Technology; the system uses
GSM technology, microcontroller (Atmel 89C51) and
personal computer as the main server. Visual Basic (VB6)
program serves as the master controller; the system
accesses the PC via the RS232 protocol. Their design was
for clinical application, which solely relies on the perfect
synchronization between GSM, microcontroller and
Personal Computer.

Outpatient Queuing Model Development for Hospital
Appointment System [8] is a web-based queuing and
appointment system that is proposing a lasting solution to
the long waiting arrival rate, they stated that factors like
medical services, employees experience, and availability of
clinical technology affect the performance of an
appointment. The system was designed using Adobe
Dreamweaver, The system has the following pages:
Reserves, Calendar, Login, Patients, and Staff. Traffic
route selection for non-signaled junctions was another area
of Portable Queuing theory application in real-life analyzed
by [9]. Research in [10], designed a queue management
system that can help customers to analyze queue status and
take action, the research focuses more on the banks
queuing system. The Mobile ticket dispenser system
(MTDS) is a system designed by [11] it permits the users to
place a request remotely and updates their expected waiting
time. But it was challenged by; users unable to cancel the
order after their request, users can also place multiple ticket
requests within no non-mobile systems, this action will
make the system to be unavailable. Queue control system
with the notification is another method of managing long
queues [12], this system was designed with an App
interface accessible via smartphones that provide online
tokens to the users. Queueing models are also applied in
emergency departments (EDs) [3], they reviewed the
perspective of demand and supply-side problems as well as
other methodologies that are created to addressed
complexities in ED operations. The queue management
system that uses audio and real-time updates to service
requests with smartphone is another avenue of managing a
queue; this system has units for ticket registration and
verification [13].

There are number of research on traffic route
optimization in the signalized junction, and better describes
how someone can efficiently manage queue [14], [15],
Their proposed method revealed that the maximum length
of a queue in each movement and for the entire intersection
was greatly reduced both in the peak hours and in the off-
peak hour. Queue can also be managed from the outpatient
counter [16], using the waiting arrival time and service
time of patients.

In conclusion, most of the systems reviewed are either
completely software-based, or not completely standalone,
some number of limitations, lacks voice call capability,
does not call numbers simultaneously i.e. numbers are
allocated to a specific unit, which makes the waiting time
longer for some patients and does not address emergency
case with higher priority which is a different case in this
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project. This project is designed to call numbers serially
and displays them on a Nokia 5110 LCD; it also tells the
status of the queue by displaying the numbers that are
currently inside the consultation cabin and the cabin letters
the consultation is taking place. Four push-buttons were
constructed to serve as a trigger for calling the numbers.
Each cabin has a push button for making a call.

[II. METHODOLOGY

Due to the design approach, which is capable of
enhancing the hospital queue management system in other
for doctors to attend to patients in an orderly manner. It is
necessary to determine the scenario for patients to be able
to follow a queue in an orderly manner without them
standing and waiting for long before been attended to, in
some cases some patients might become angry and the said
manual queue can be in a disorganized form. Based on
discussion among colleagues, it was revealed that some
patients might be in the hospital from morning (especially
governmental owned) till the closing hours of the doctors
and still won’t be attended to. In some cases, where the
queue in just arranged manually, some high profiled people
can just come into the hospital and they will be attended to
quickly because they know the doctor directly or the know
someone who knows the doctor. Furthermore, since the
design is based on a hospital queue management system, a
research was carried out in General Hospital Kawo,
Kaduna state, Nigeria, to study the queue and the hospital
environment for several days, this help to come up with an
approach in which the design was made. The system
receives the input from the client on the device by the push
of the entrance button. This action then triggers a record of
the next patient by calling it through a speaker and
displaying it on the LCD and therefore led will blink by the
entrance of any available doctor.

A. Research Work

Having studied the hospital environment, it was
realized three things namely; need to know the numbers of
doctors available, is the environment convenient for the
patients who are to be attended to, and the way in which the
queue can flow in an orderly manner so as to eradicate
inconvenience of flow in a manual form. And to achieve
this, an evaluation was carried out to ascertain the time
spent by each patient on the without been attended to, and
the time it takes for each doctor to attend to one patient at a
time. It was realized there was a convenience in the
hospital and therefore that was neglected.

B. Survey

To determine the time spent by each patient on the
queue without been attended to, as part of this research,
questions were asked to the main people affected by this
situation, and some part-time workers in the ATBU Clinic
situated in Yelwa Campus, Abubakar Tafawa Balewa
University Bauchi Nigeria. These targeted audiences can
give a perfect response to the situation on ground.

C. Summary of Data Analysis
In this section, a summary of major indices in all data
analyzed is presented in table I.

Results from table I were generated based on the people
consulted who usually patronize the clinic. This result is



designed to minimize the time spent by patients in the
queue before seeing the doctor.

The average time to scan the RFID card on the RFID
card reader was realized by taking an average time for
normal RFID card reader to read a card, process and
produce the output data, 10 samples were used and
produced outputs approximately between 3.5 to 6 seconds.

TABLEIL. SUMMARY OF CONSULTATION
S/N Summary of Consultation Time
Activity Time (s)
Average time to scan the RFID card on the 5
1 RFID card reader
Average time it takes for a patient to takes his 50
2 or her seat
3 Average time for the receptionist to press the
button of the next available doctor 2
4 Average time for the patient to walk to the 55
available doctor's office
5 Average consultation time
600
IV. SYSTEM DESIGN

The design of this system was divided into Conceptual
part and Algorithmic part, details of this division were
narrated as:

A. Conceptual Design

The Hospital can be regarded as an organization based
on high technology and information-intensive processes.
According Such organizations are based on democratic
control mechanisms with institutionalized stakeholder
influence in decision processes, but not a hierarchically
structured bureaucracies. It is also expected that health
care budgets and funding will depend significantly on
sophisticated patient and diagnosis classifications.

B. Algorithm Design
The algorithm of the system was stated as follows:

1. Start
2. Microcontroller Initializing

3. Tally number is generated for each patient at the
entrance of the hospital by placing the RF card on
the RFID card reader for it to read and assign a
tally number.

4. 1If RFID card is valid a welcome greeting will be
said to the patient and a patient will be told to
check his/her number and therefore sit in the
assigned place.

5. A patient will proceed to the seat assigned to
him/her which are already labelled.

6. IfRFID card is not valid no welcome message nor
number assigned. Non dually registered RFID card
will be an invalid, damaged or spoiled.

7. Doctors will be notified by the receptionist of the
waiting patients.

8. Receptionist presses the button of the next
available doctor.
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9. A this will be voiced out from an audio output

10. In the case of emergency, the next patient will
have to wait for the next doctor available to attend
to the emergency patient

11. Else if there is no emergency the next patient on
the queue will be attended to

12. If next patient which already have a number
assigned is not on sit to see the doctor available, the
next to him/her will proceed to see the doctor.

13. Stop

C. Flow Chart

A simple flowchart for the design algorithm is
presented in fig.1, it is a diagrammatic depiction of the
sequence of operation of the whole system.

[
»

Display Queue
Status

IA

Read RFID Card

[

No

Yes

Assign Patient Number

No

Is Key
pressed?

Assign Patient to the
Doctor

Flowchart diagram of the design

The section read RFID card in the Flow chart is
designed to read the card of the patient and assign number
to the patient, so he/she could see the available doctor. The
codes are shown as in fig. 2. Doc 1, Doc2, Doc3 and Doc4
means Doctor 1, Doctor2, Doctor3 and Doctord
respectively. If the system read the patient RFID card and
find out that Docl is assigned 0 means no patient was
assign, therefore, the system will automatically assign this
patient to him/her and, this process will continue for every
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RFID card reading. The delay(6000) means the voice
playout should be read between this allocated delay.

void loop() {

Docl = digitalRead(docl);
Doc?2 = digitalRead(doc2);
Doc3 = digitalRead(doc3);
Doc4 = digitalRead(doc4);
if(Docl == 0){

mp3_play (1);
delay (6000);
countl ++;

/
if(Doc2 == 0){

mp3_play (2);
delay (6000);
countl ++;

}

if(Doc3 == 0){
mp3_play (3);
delay (6000);
countl ++;

}

if(Doc4 == 0){
mp3_play (4);
delay (6000);
countl ++;

}
Arduino Codes for Read RFID Card

D. Hardware Description

The design employs the wuse of just one
microcontroller, which is in the receiver section which
combines the decoder, LCD and an audio mp3 recorder.
Fig. 3 shows the system block diagram representing the
various fundamental units of the system. There is also a
transmitter section which comprises of the buttons, when a
patient comes in, and scan his/her card on the RFID card
reader, after the scanning, a number will be assigned to the
patient. Thepatient will proceed to sit in the appropriate sit
assigned by the receptionist and wait for a call by the
available doctor.

f POWER SUPPLY
LCD
BUTTON > —
(Four Buttons) N
CONTROL
UNIT (Arduino | INDICATO |
Uno R3) RS
SPEECH
SYNTHESI
ZER
AUDIO
OUTPUT «
{Loud Speaker)

Block diagram of the system

V. IMPLEMENTATION AND TESTING

Using the algorithmic design, the flowchart, and a
programmable microcontroller Integrated Circuit (PIC)
(ATMEGA328p), the source code was compiled using an
Arduino IDE. Proper consideration was given to the code
during compilation in other to avoid any logical errors. The
test-run was done using interactive electronic simulation
software called Proteus 8.

A.  ATmega328

ATmega328 microcontroller shown in fig. 4 is an 8-bit
high-performance RISC-based microcontroller that has the
combination of 32KB ISP flash memory with read-while-
write capabilities, 2KB SRAM, 1KB EEPROM, three
flexible timer/counters with compare modes, 23 general
purpose working registers, serial programmable USART,
internal and external interrupts, a byte-oriented 2-wire
serial interface, 6-channel 10-bit A/D converter (8-channels
in TQFP and QFN/MLF packages), SPI serial port,
programmable watchdog timer with internal oscillator, and
five software selectable power saving modes. This device
operates between 1.8-5.5 volts.

[RESET) Poi [T a (Hi PCE(ADCRSCL)
(RD) PDD [T 27 PCA (ADCASDA)
[T¥D) PO [T (3 PCIADCD)
(INTE) PDZ [4| (25 PC2IADCR)
(INT1) PD3 [§ :24 PC1iADC)
(XCKITO) PO B :23 PCO (ADCO)
VS [T] aTMEGA 328 L2 GND
GHE [B & AREF
[XTALVTOSC1) PBE (8 :2".1 AVCC
[XTALHTOSCE) PET A0 14 PBS (3CK)
[T1} FOS 1] 18 PB4 MISD)
[AIND) PDE {2 17 PB3MOSIOCE)
[aIN1) POT {3 |18 PE2 TE5/0C1B)
(ICF1) PBO fid | TARFEA (DC1A)

ATmega328 Chip [17].

B.  Schematic Diagram

The hex file was then generated and transferred to the
ATMEGA328p microcontroller with the aid of a USB
programmer. The design was simulated on a computer to
study and analyze the behavior of each stage before
physical implementation was carried out. The
implementation was finally assembled on Vero board after
its initial assembling on Bread board.

When the system is switched ON it will initialize, then
transmitter section will send a signal to the receiver section
whereby making the LED in the receiver section to go off.
It will wait for further information from the transmitter
section.At the entrance into the hospital, each patient will
have to scan his/her card on the RFID card reader, after the
card has been authenticated it will automatically assign a
number to the patient, and the patient will proceed to the
appropriate sit waiting to be called to see the doctor
available. The receptionist will therefore press the button of
the available doctor and this will be led out through an
audio player (Speaker) and this will be in the form of first
in first out. Then the next patient on the queue will proceed
to see the next available doctor.



C.  Physical Connection

Fig. 5 depicts the connection of the brain of the system
that decides which output to give with respect to the
available input. This consists of the following components
like the Arduino Uno R3 Board, ATmege328 IC
microcontroller, LM386 Amplifier, RFID card reader, the
Audio output (speaker) connected together to serve as the
brain of the system.

Physical connection of the brain of the system

Physical connection of the components that display
the connection between the RFID card reader and speaker
to the control system. Fig 6 shows the connection of the
conponents on the board.

Physical connection of the RFID card reader and the speaker to the
control system

VL

After the completed design was checked and properly
verified, the necessary components for the realization of
the design were assembled and arranged as shown in fig.
7. the result shown on the screen represents the result of
the consultation room named “Doctor 1 to Doctor 4”
which consists of a button and a LED. Upon a simple
press, a call to the next patient number is triggered and the
patient will therefore go to the doctor number specified in
other for the doctor to attend to him/her.

The one-sided Printed Circuit Board (PCB) layout of
the simulated circuit diagram was made on Proteus 8.0
virtual software, etched, drilled and components were
soldered after tracks continuity test was made using
Digital Multi-meter (DMM) in testing the component. The
PCB played an important role in determining the overall

RESULT AND TESTING
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performance of electronic equipment. It ensures that the
noise was introduced as a result of component placement
and track layout is held within limits.

Casing of the hospital electronic queuing resolution system

The completed project start-up pace one is shown in
fig. 8, shown on the screen is the start-up message
“Automatic Hospital Queue Management System”. This
provide the user with the complete name of the system
during start up.

Start-up pace one

The next activityis shown in fig. 9 as the start-up pace
two showing the supervisor’s name as “Supervised by
Engr. U. L. Bature”. This is the second start-up message,

Start up pace two

The demonstration of the third consultation room
named “Doctor 3” is shown in fig. 10, which consists of a
button and LED. Upon a simple press, a call to the next
patient number is triggered whereby the patient will
therefore go to the doctor number 3 in other to get proper
attention from the doctor. It is a similar case to that of first
and second unit, but note that the doctor can only attend to
each and every other patient only when less busy.

This fig. 10 shows “patient=3 and Next: 37, this
demonstrate the calling of patient number 3 and Doctor 3.
Doctor 3 means consultation room 3. This could be further
explained as patient number 3 should go to the
consultation room 3.



Activities in the third consultation room

VII. CONCLUSION
The design, construction and testing of an electronic
hospital queuing solution system starts with the

understanding of the queue system itself, this is very
essential to broaden the horizon of understanding.
However, the consideration of the control strategy and
component to be used plays a vital role in accomplishing
this project. Consequently, several articles have been
reviewed to investigate the current approaches for queue
management system, even though the current approaches
have proven to ease and give benefits to service. The
system was successfully designed and tested. The four
units were successfully tested in such a way that all units
can trigger a call which is processed by the Arduino Uno
and an output is produced through the LCD and the
frequency synthesizer which synthesizes the hex data
which is then amplified by an LM386 amplifier which
produces a vocal output through a loudspeaker. This
project can greatly help in reducing the stress faced in the
hospital during consultations. Though the aim and intents
of this project has been realized, room for improvement is
still open; database system could be incorporated to
improve on service delivery. The application of this kind
of queuing resolution system should be invigorated in our
hospitals to enhance services and eradicate the old-
fashioned queuing process.
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Abstract—The Internet of Things (IoT) controlled home
automation allows objects to be sensed and/or controlled
remotely across existing network infrastructure, creating
opportunities for more direct integration of the physical world
into computer-based systems. Energy consumption can be
measured through its environmental impact and usage; the
measure of the amount of power consumed by the load side of
an electrical circuit is termed energy consumption. Energy
consumption is a major issue in the modern world. The high
power consumption experienced today was as a result of
inefficient power monitoring and controlling techniques in our
households, businesses, institutions etc. The proposed study is
to showcase the design and implementation of an IoT-Based
Home Automation, Energy Management and Smart Security
System. The system unit was developed using components such
as the universal Arduino microcontroller and esp8266 Wi-Fi
module. The proposed system is intended to assist and provide
support to enhance in power usage. Also, it will greatly help in
reducing the power consumption and the risk of fire
incidences. One of the features of the developed unit is the
ability to monitor and control electrical and electronics
appliance remotely from the internet through a website
application. The feature of the system ensures home security
and ease of control. It effects in improved efficiency, accuracy
and economic benefit in addition to reduced human
intervention.

Keywords— Monitor, Internet of things, Electronics
appliance, Home security, Arduino microcontroller.

L INTRODUCTION

Home Automation System is a channel whereby owners
and inhabitants can remotely control various electrical and
electronics home appliances. In home automation system,
robotics and computer technologies are used on household
appliances and such home automation are termed domestics.
The most vital feature of home automation is the energy
saving offered to its clients, most especially the preoccupied
ones, whereby the overall home energy usage can be
monitored to ensure effective power usage by turning-off all
unnecessary appliances to minimize energy consumption [1,
2]. The most interesting feature of the internet based home
automation is its convenience. One does not need to go and
Turn — ON the geyser at home and then wait for the water to
be warmed. While at work, one can just turn — ON the
geyser to make sure that once one is home, the water has
already got warmed enough and is convenient for use,
thereby ultimately saving time. Although security issues
exist, the user can remotely be conveniently monitoring the
house via surveillance cameras. The incidents of property
intrusion should as well be monitored. The home
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entertainment section should help a user in controlling the
sound distribution all over the house, or the intensity of light
from the sofa comfort while still viewing an exciting movie.

Due to an increase in population and consequently an
increase in energy demand, an inexorable need for
conservation of energy through any possible means arises.
The key cause of energy consumption is the failure to
monitor as well as control electrical and electronics
appliances remotely. There will be well over 26 to 64 billion
connected devices by 2020, as prompted by survey Gartner
in [3]. IoT is rapidly becoming an increasingly growing
topic of discussion both in and out of the workplace. Its
concept does not only have the panorama to influence how
we live, it also has an impact on how we work. This concept
is the basis for linking devices with an on/off switch (s) to
the internet. Internet of things has rapidly evolved through
the years; this has always been the talk in our workplace,
homes and some industries. IoT is termed as the
connectivity into physical devices and objects, embedded
with electronics, forms of hardware and internet
connectivity whereby these devices can interact and
communicate with one another over the network and can
consequently be controlled remotely and monitored [4, 5,
and 6]. This system is applied in areas where human
physical presence is not necessarily required all the time [7].

The major objective of this work is the development of a
model, for an internet based home automation system. The
aim is to form a podium that permits communication
between web applications and microcontroller located at a
remote position wherever in the universe.

II.  REVIEW OF PAST WORK

ZigBee-based Home Automation arrangement was
developed by [8], the arrangement was designed and
implemented using ZigBee in order to control and monitor
the home appliances. It has both simple flexible user
interface (UI) with system remote access. A devoted virtual
home is further applied, to accommodate both the safety and
security challenges of the system. A Wireless Fidelity (Wi-
Fi) — Based Home Automation Using Android and Arduino
Platform was designed by [9], a system based on Wi-Fi
networking technology which uses Arduino based board
with a controller was proposed. The system has a graphical
user interface (GUI) which is provided by android
applications for users to get connected to the hardware and
establish interaction with their home. Along with the feature
of automation and control, the system also offers a way for
the users to know about power usage details by the home
appliances.
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IoT-based Smart Security & Home Automation System
was designed in [10]. A system that has leverage over the
related types of existing systems was designed, such that
alerts and status sent via Wi-Fi connected microcontroller —
managed system can be realized on the user’s phone from
any length, regardless of whether the phone is connected to
internet or not. The microcontroller used in the existing
prototype is the TI-CC3200 launch - pad board, which
typically comes through an embedded microcontroller and
an on — board Wi-Fi shield, via which all the electrical home
appliances can be managed and controlled. In [11],
integration of smart house and smart meter to key-based and
identity management schemes was proposed. And based on
the prototype the proposed schemes are feasible for
adequate security of the smart house. [7] Proposed low cost
and smart home automation device via IoT. This is proved
to be effective in the control of all electronics appliances in
the house as well can be used for online billing via a web
site. In [12], an algorithm was developed to save energy in
the house using motion sensors. [13] Presented a home
automation using hand recognition for the visually
challenged persons. Using this technique, visually
challenged can be able to interact with the electronic devices
in the house. [14] Proposed a technique which collects and
store data using the power of cloud computing services.
Thus, neural network models will be generated using this
information to generate energy consciousness by guiding the
house occupants. [15] Presents an IoT — based monitoring
and control of the smart home by eye-tracking, using the
system home electronics such as lamps, fan, television,
radio etc can be easily controlled by disabled persons.

III.

This section provides the detail explanation of the design
and methodology employed. Starting from the hardware
block diagram, system architecture, circuit diagram and
software development process, so many materials were
needed to realize the proposed system.

DESIGN AND METHODOLOGY

A. System Architechture

A microcontroller-based home automation scheme is
shown in Fig. 1. In this design, user’s mobile software
interrelates with the microcontroller by means of the
network server via internet protocol. The microcontroller
commands come from the user interface (UI). The
microcontroller then executes the necessary tasks based on a
pre-defined control algorithm that governs the controller.
The controller gives the device status and then updates the
information on to the server for the mobile application of the
user.

The server takes care of the users while ensuring safe
communication amongst the mobile application of the user
and the control unit. The user once identified, would then be
given access to the control interface (i.e. the Web page). The
benefits gained by employing microcontroller include;
compact circuitry, affordability, and an overall improved
flexibility. Microcontroller can completely replace
integrated circuits (ICs). It is easily reprogrammable for
functionality ~modification. The Arduino Uno R3
microcontroller was used for this research work, because it
uses ATmegal6U2 which allows for more memory and
faster transfer rate. The major imperfection here was the
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system’s reliance on mobile connectivity to the internet.
Once the mobile connectivity is bargained, the user cannot
be monitoring and controlling the system remotely. The
restricted number of devices solely relies on the I/O
boundary of the employed microcontroller. A
Programmable Logic Circuit (PLC) can be used as the
system controller; the microcontroller is less robust than the
PLC. Microcontroller has been chosen over the PLC due to
cost consideration. In addition, PLC is not an open source;
hence the Arduino microcontroller becomes the finest
choice due to system prototyping. Fig.1 shows the system
architecture which comprises of the Web section and its
components, the communication section, the hardware
section etc.

WEB SERVER DATABASE

CONTROLLER

Fig. 1. Proposed Home Automation (Internet Based Home Automation
with Microcontroller)

B. Hardware System Diagram

The microcontroller is an autonomous system having a
processor, peripherals and memory. It can therefore be
deployed as an embedded system. Most modern day
programmable microcontrollers are embedded within
consumer products and machinery such as mobile phones,
home appliances, automobiles and computer systems. This
is why a microcontroller is also known as an "embedded
controller." An embedded system can be more or less
sophisticated, depending on the memory requirement,
programming length and software complexity level. /O
devices consist of solenoids, switch buttons, Liquid Crystal
Displays (LCDs), digital relays, and sensors such as
humidity sensor, temperature sensor, and light intensity
sensor or power usage as shown in Fig. 2.

Fig. 2. Hardware System Diagram
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C. Device Construction

After the completion of the design, it was later verified
and confirmed that all the required components for the
physical actualization of the design were gathered as
required. The block diagram was established into the
schematic shown in Fig. 4. The circuit diagram was used for
the system hardware components Modeling and Simulation
in Proteus Virtual System Modeling Environment (VSM),
Version 8.0

D. Software Development

ATMega328p Microcontroller must be first programmed
before been used in an electronic hardware. Assembly
programming language is used in programming the
Microcontroller. The coding must be both correct and
functional so as to ensure proper working of the
Microcontroller. The codes’ functionality is ascertained via
Keil Micro Vision 4. Proteus Virtual System Modeling
(VSM) Version 8.0 was employed for the simulation.
Arduino Sketch 1.8.7 software was employed for code
burning onto the Microcontroller. The generated hex code
was stored in the computer after compilation. This generated
hex code is burnt onto the ATMega328p via Arduino Sketch
1.8.7 Software. Fig. 3 shows the software design using a

flow chart.

SERVER INIMALEZATION

.

HTTP CONMNECTION
REQUEST FROM
CLIENTZ

ERROR
MESSAGE

AUTHENTICAT
ED?

SERVE THE USER INTERFACE

-

HTTP
CON TROL W O ITOR
NG REQUEST?

GEMERATE REQDUEST BUFFER AND SEND
TO THE SERVER

v

SERVER RESPONDS TO THE REQIUEST AND
UPDATES THE CLIENT

Fig. 3. Flow Chart

The section authentication in the Flow chart is designed
to help users to get access to the door system, it controls any
unauthorized access to the entrance. The Arduino codes are
shown in fig. 4. The first loop in the codes will check the
password provided for match if match is success, access will
be granted otherwise access will be denied and the second

Page

loop will check for appropriate alert and make the
sound.

beep

void check door() {

for (i=0;1<30; it++) {
Led.Clear();
Led.SetCursor(0,0);
Led.Print(“Input password”);
Led.setCursor(0, 1);
Led.SetCursor(5,1); //To Adjust one Whitespace for Operator
Led.Print(num 1);
DigitalWrite(buzzer, LOW);
Char Key=myKeypad.getkey();
If(Key!= NO_Key && (Key == ‘1’ || Key == 2’ || Key == ‘3’ ||
Key == ‘4’ Key == ‘5’ || Key == ‘6’ || Key == ‘7’ | Key == ‘&’
Key == ‘9’ || Key == “*’ || Key == ‘0’ || Key == ‘#’)) { Num 1 =
Num 1 + Key; int NumLenght = Num 1.lenght();
Led.SetCursor (5, 1); / To Adjust One Whitespace For Operator
Led.Print(Num 1);
DigitalWrite(buzzer, LOW);
Beep()
If (NumLength == 4)
{ if (Num 1 ==Password) {
Led.clear();
Led.SetCursor(0, 0);
Led.Print(“Password Accepted”);
Led.SetCursor(0, 1);
Led.Print(“Pls wait...”);
DigitalWrite(Buzzer, LOW);
Delay(2000);
Opendoor(); }
else{
Led.Clear();
Led.SetCursor(0, 0);
Led.Print(“Wrong Password”);
Led.SetCursor(0, 1);
DigitalWrite(Buzzer, LOW);

For (i=0; i<8; i++) {

Beep();
}

Fig. 4. Arduino Codes for the Unauthorized Access

IV. RESULT AND DISCUSSION

The simulation was performed using Proteus 8.0. To
safeguard the design effectiveness, the design numbers of
components were linked in Proteus 8.0 environment

A. Website

Web sites are basically generated for several motives; it
could be for entertainment or education etc. Nowadays, web
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sites can be employed in controlling home appliances. The
user interface (UI) via which the user is presented with
clickable switches to be able to control home appliances as
well as to monitor their power consumption is achieved with
an Arduino web server. The web site was formed with Java
Scripts, XML and HTML. Once a user is allowed to have an
access, the Ul becomes available for turning on/off devices
and power consumption status check; everyone has access to
the web site homepage.

1) Web Login Page

To access the main control and notification page, an
authorized user has to login through the login page as shown
in the fig. 5. The user will be required to provide his login
details; naming style was designed to accommodate
alphabets and spaces for security reasons. After a successful
login, user can get access to the application platform where
he can control the appliances.

The user interface control section consists of buttons
which once clicked will send an equivalent request to the
server. The server then turns ON/OFF the associated
appliances. In addition, the server updates the web user with
the matching images of appliance status.

Login

shadrach.adamu@gmail.com

Name must contain only alphabets and space

Fig. 5. Web Login Page

2) Control Panel

This is the most important part of the web design section;
here control is being carried out on home appliances. Fig. 6
shows the control panel. User can view the appliances and
control the appliances. From fig. 6, appliances like Kitchen
Bulb, Bedroom Bulb, Main Room Bulb and Main Door
control buttons were shown with the status OFF. Therefore,
user can conveniently switch ON/OFF appliances of his
choice.

My IP Address - 192 168 43 64

Toggle to Switch On/Off

Kitchen Bulb BedRoom Bulb Main Room Bubb Main Door

Fig. 6. Web Control Panel

3) Notification Page

Page

On this web page of the application platform, the owner
of the platform will receive notifications from the system in
the event of any unauthorized access. Fig 7 shows the
intruder detected and wrong password detected messages;
this was incorporated to enhance the security of the system.

Intruder Detected Wrong access

Someane Entered your room

Read Message..

your door accessed

Read Message..

Fig. 7. Web Notification Page

B.  The System Unit

The system unit is housed in a Polyvinyl Chloride (PVC)
Casing of dimension 15cm x 8cm x Scm. A little vent
window was also created to minimize component
overheating as shown in fig. 8. This shows the complete
physical components connected, the keypad for login
purposes, the display unit for displaying messages etc.

Fig. 8. System Unit

C. The System Test

This section presents various system test processes, the
door opening/closing via keypad, door opening/closing from
the web control panel, switching ON/OFF of the bulbs via
the web control panel etc.

1) Opening/Closing of the Door Using Keypad

Keypad serves as a means of accessing the door system;
fig. 9 shows how to open the door starting from a-c.

a: Input Password

b: Password Accepted

Fig. 9. Door Openning via the System Unit
83



The door opening can be successfully implemented only
if the user has a registered password, user can simply key in
his password, after the password has been acknowledged
then the door will automatically start opening, user can also
view the process via the system display as shown in fig. 9c.
The door closing is just a replica of the opening procedures.

2) Opening/Closing of the Door via the Web Control
Panel

Alternatively, door can also be accessed from the web
control panel, in case of any problem with the keypad
system as sown in fig 10.

My 1P Addess © 197160 43 64

Toggss o Switch OnfCff

BedRoom Bulb Main Door

f(ichen Buly Main Room Bulb

Fig. 10. Door Openning via the Web Control Panel

The opening of door via the web control panel is achieved
after a successful login to the web application, main door
control button is shown in active state in fig. 10, the blue
color ON indicate the main door is now opened.

3) Switching the Bulbs from the Web Control Panel

The web control panel can be used as the alternate way of
switching the bulbs; fig. 11 shows how bulbs can be
switched ON/OFF from the control panel. Appliances like
Kitchen Bulb, Bedroom Bulb and Main Room Bulb control
buttons were shown in blue color, this indicate the ON state
of the appliances. User of the web application can accessed
the web application control panel via a successful login.

My P addess 192 1684364

Main Dowr

Fig. 11. Door Openning via the Web Control Panel

Likewise, the switching of the bulbs can be done via the
web application control panel after login.

g
o
uUQ

a

V.  AREA OF APPLICATION

A. Surveillance and Security

Security systems can be incorporated with this system
like the Cameras, luminance sensors etc. this can enable the
user to monitor various section of his environment.

B.  Management of Energy Consumption

Energy consumption of the appliances can be reduced by
turning off the appliance remotely, this indicate that
appliances can be turn ON/OFF and monitored in real-time.

C. Entertainment

The system is capable of switching ON/OFF appliances,
this indicate that it can be incorporated with other system to
like the sound system, lighting system etc.

D. Access Control

System like Digital locking can be integrated via the
keypad section of the system; this will enhance security and
provide monitoring about the person leaving/entering the
house.

VL

This paper has summarized a design and development of
the web enabled home automation scheme. System for the
IoT-controlled Home Automation scheme has an unbounded
application in the technology driven marketplace due to the
various numbers of devices linked to the internet.

CONCLUSION

The 10T-Based Home Automation, Energy Management
and Smart Security System presented in this paper describes
the processes of appliances access and control via the
system unit keypad and alternatively via the web application
control panel, each component of the system is modularized
so as to make it more efficient, hence guaranteeing it to be
integrated with an innumerable device range. The
rudimentary idea of the scheme is to provide a well secured
and convenient system for the client, which will in turn help
in the great degree of control, mobility and seurity.
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Abstract— Facility management requires that resources are
managed effectively. Facility managers lack an efficient method of
extracting meaningful knowledge from large datasets containing
occupant behavior information. This study explores what insights
about occupants’ behavior can be obtained from a network data log
by applying a visualization approach to analyze and present the
data findings, to assist in enhancing facility management. As
previous works have explored the phenomenon using models
developed from natural sciences, this study uses an organizational
learning model developed from a social science theory to guide the
conduct of the data analysis to obtain useful insights about what
times the academic community use the buildings on campus.
Microsoft Excel 2016, a powerful IT tool is used to analyze and
visualize the two-week log data from sixteen buildings, comprising
academic and residential rooms, which showed pattern of building
occupancy during the day time and at night, as well as during
different periods in a semester. The results showed that students
use the academic facilities, that is the library and classrooms, the
most during day time between 12pm and 1pm, and in the evening
from 7pm to 11pm, extending into 2am during exam periods. It
was also observed that in the week preceding an academic
assessment, students use the academic facilities more during night
time than during day time. Recommendations were made, based on
the knowledge obtained, on how facility management at American
University of Nigeria can be improved. Implications and
suggestions are made for future research works.

Keywords—facility management, data visualization, WiFi,
occupant behavior, organizational learning

I. INTRODUCTION

People interact with building facilities differently. The
facilities in this context consists of the rooms in a building.
The manner in which patients in a hospital use the building
spaces is not the same as how students in a university use
the buildings, and it is also different from how people in a
corporate building occupy theirs. Buildings are complex to
understand because of the changing behaviors of their
residents. With increasing developments in urban cities
people want better services that will improve their working
and living standards. For this reason, building administrators
and facility managers require information about how people
interact with the buildings that they live and work in daily.
The information would improve their decision-making
process in planning and designing buildings that would meet
the present and future needs of urban dwellers. This has
formed facility management research which brings benefits
such as proper building maintenance, efficiency in spending,
and increased customer safety and satisfaction [34].

American University of Nigeria
Yola, Adamawa State, Nigeria
charles.nche@aun.edu.ng

American University of Nigeria
Yola, Adamawa State, Nigeria
sandip.rakshit@aun.edu.ng

The role of a facility manager is to manage an
organization’s resources as well as the operational and
critical support services in the organization [17]. In order to

implement good facility management practices, the
characteristics of the organization must be understood.
People spend on average 20 hours per day indoors [40]
which accounts for majority of their lifetime, thus,
understanding how humans occupy buildings is of great
benefit for engineering, business, and scientific purposes
[7]. Understanding the mobility patterns of people has
become increasingly important due to the dynamic nature of
urban cities. It is very common for people to carry their
smartphones wherever they are going thus their movement
and behavioral patterns can be captured to enable improved
decision making by urban planners and building managers
[23]. Understanding the routine behaviors of members of an
academic community can help universities to know their
needs and how to improve and increase campus facilities
[32] and conditions, leading to efficiency and effectiveness
of the academic community [5].

In universities, resource management is difficult [7].
Facility management lacks efficient methods for collecting
real-time information of building occupation to inform on
capacity and usage [37]. Planning and maintenance of
building facilities is a challenge faced by facility managers
[20]. The inability of facility managers to forecast how
buildings would be used by its occupants has led to an
overcrowding problem in Nigerian public universities [5].
This paper leverages the occupancy data of American
University of Nigeria to answer the following questions:
What social science theory or framework can be used to
guide a study on occupancy data visualization?, and What
insights on building occupation can be obtained from the
WiFi logs of AUN?

This paper is structured as follows: Section II provides a
discussion of related works applying the use of WiFi
monitoring to provide solutions to the challenges faced by
facility management. Also, in this chapter, the theoretical
framework used in the study is explained. Section III
contains information about the methodology and the research
method applied to conduct this study. The process of data
collection and the analysis tool that was used is also
communicated. Section IV presents the results of the data
analysis as well as a discussion of the findings and concludes
the study by stating the relevance and significance of the
research. Recommendations for future studies are also
provided.



II. RELATED WORK AND LITERATURE REVIEW

Studies on user behavior when using a WiFi network
have classified the objective of the data analysis according
to three classes, namely; network optimization [2, 1, 8, 6,
19, 39, 36], assessment of user mobility [15, 16, 26, 29, 30],
and type of users [15, 35, 38]. This thesis can be grouped
into the second class involving WiFi monitoring of user
mobility. Human indoor mobility tracking can be beneficial
in applications such as emergency response, facility
management, and healthcare research [25].

Majority of user behavior studies that have examined the
usage of wireless networks have focused on bandwidth
usage. Redondi et al. [27] in a study used a classification
technique based on Quadratic Discriminant Analysis (QDA)
to find out if there were differences between the WiFi usage
of students attending an architectural class and an
engineering class. The knowledge obtained from the study
was recommended for application in smart cities and smart
buildings to provide city administrators with an
understanding of how to respond to residents’ needs.
Redondi et al. [27] further suggested an exploitation of Wi-
Fi technology in enabling high level services. Thapaliya and
Springer [36] performed an analysis of WiFi data collected
across buildings in the University of Nevada Reno (UNR) to
obtain the spectrum usage statistics of students on campus,
in order to be better informed on when and where to deploy
Unmanned Aerial Vehicles (UAVs) acting as access points,
to provide good connectivity services.

However, other studies have used techniques to analyze
and group WiFi usage data for the purpose of understanding
human mobility patterns. Calabrese et al. [9] used
eigendecomposition to study the WiFi network of
Massachusetts Institute of Technology (MIT) in order to
obtain an assessment of building use across the campus. The
use of eigendecomposition technique by the researchers
introduced the concept of place-based behaviors in human
mobility research. Following this, Sookhanaphibarn et al.
[32] used an eigendecomposition framework to analyze the
one-year WiFi log data of Bangkok University in order to
obtain the routine structure of people on a campus. Building
on their work, Sookhanaphibarn et al. [33] used
eigendecomposition and hierarchical clustering techniques
to design and develop a visualization system of the routine
structure of students on a campus.

In a literature review carried out on occupant behavior,
Hong et al. [13] suggested that insights should be derived
from social science theories to enhance the understanding of
the phenomenon. This research study will contribute to the
literature by using a social science theory in guiding the
understanding of occupant behavior.

Knowledge management is of importance to facility
management to enhance the efficiency and effectiveness of
organizations [12]. KM processes involve knowledge
acquisition, refinement, sharing, and utilization [18]. The
relationship between KM and Organizational learning can
be conceptualized in various ways. For instance, Easterby-
Smith and Lyles [21] viewed OL as a concept that focuses
on the process, while KM focuses on the knowledge content
which an organization acquires, creates, refines, and uses.
Through organizational learning, an organization can
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improve on its knowledge utilization [18]. Huber, as cited in
[31], viewed organizational learning theory as having four
constructs that describe the learning process of
organizations namely, data acquisition, information sharing,
information interpretation, and organizational memory. Data
acquisition involves the process of scanning or collecting
data. Information sharing is the process by which the data
collected is distributed within the organization. Information
interpretation is the process of giving meaning to the data.
Organizational memory involves storing the data for future
use as stated by Huber in [31]. In OL literature, researchers
have described other learning processes such as monitoring,
understanding, and sense making [11]. However, in [11],
these concepts were organized according to three stages that
make up the OL process. The first stage is scanning, which
involves monitoring the environment to collect data. The
second stage involves interpretation where the data is given
meaning. The third stage is the learning stage where action
is taken based on the interpreted data. The three stages are
illustrated in a simplified model as shown in Figure 1. A
feedback loop interconnects the three stages to input the
new data obtained from the learning stage into the preceding
stages for subsequent interpretation. The justification for
using OL theory to conduct this study was to explore how
the acquisition of new knowledge could inform an
organization on the ways to improve their services through
better decision making.

1. METHODOLOGY

When employing a method to study human indoor
behavior, Petrenko [25] suggested that such techniques
should be conducted over an extended period of time, and
should bear no biased representation of the sensed
individual’s age, gender, or origin. This study took this
suggestion into consideration in the formulation of its
methodology. The model as shown in Figure 2 was used to
guide the process of extracting knowledge from building
occupancy data.

This research uses a descriptive method to interpret
meaning from data obtained from the network department of
AUN. A descriptive research is concerned with the
acquisition of information about phenomena for the purpose
of description and interpretation. To acquire data for this
research, a primary data collection method was used.
Primary data are data that are collected to answer a research
question [14]. The positivist paradigm is based on the
assertion that real reality or events can be captured or
observed through the use of research instruments and
explained by means of logical analysis [4]. Positivism
emphasizes objectivity in the conduct of research involving
the use of research methods including quantitative analysis
and laboratory experiments [4]. A positivist approach
involving the use of quantitative analysis will be employed in
this study.

SCANNING INTERPRETATION LEARNING

(Data Collection) (Data Given Meaning) (Action Taken)
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Fig. 1: A simplified model of organizational learning
process [11]

DATA
COLLECTION

VISUALIZATION LEARNING

(Insights Obtainad)
I |

Fig. 2: Organizational learning research model

A. Case Study

AUN is a large-scale university located in North East
Nigeria with a population size of 2,277 comprising 1,200
staffs and faculties and 1,077 students. The security
personnel make up a significant portion of the staff size. The
university campus has several academic and residential
buildings including, the Robert Pastor library which
accommodates several lecture and study rooms; an arts and
science building where lectures and laboratory sessions are
held and where faculty offices are located; a cafeteria; a law
school building accommodating lecture and study rooms as
well as a library; a commencement hall housing the
university gym; nine male and female dormitories; a clinic
and two administrative buildings. Every corner of these
buildings is connected to the campus wireless network.
There are numerous access points in the buildings providing
connectivity to the occupants every day. The APs only cover
usage inside the buildings as outside the signal strength is
weak. AUN’s network engineers use Cisco and Grandstream
network applications to monitor WiFi usage on its campus.

By accessing the access points located in several
buildings through the network applications, the number of
connected users can be determined in real time. The
collected data which were in the form of WiFi logs
contained usage records of users in sixteen buildings for two
weeks, starting from November 23rd to December 6th,
2018. This period of observation was in the Fall 2018
semester, just two weeks before the final exams starting on
December 10th, 2018. The choice of this period was to
discover whether some factors influence the students’
choice to be in a particular building and room at a particular
time. Also, the sixteen buildings sampled for data collection
and analysis were selected based on the purpose of their
usage. The research was concerned with collecting
information about the volume of WiFi usage of AUN
community at particular times and of certain locations.
Hence, no individual data was disclosed to the researcher in
the process of data acquisition from the university’s network
engineers.

The analysis of the collected data in this research was
performed using Microsoft Excel 2016, an information
technology tool used for statistical and analytical purposes.
The data obtained from the WiFi logs was analyzed with
Excel to illustrate a visualized pattern of the occupation of
the wuniversity buildings. The primary objective of
visualization is to explore data to gain insights as shown by
Owen et al. in [10]. This pattern will show how AUN’s
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academic community use the different buildings on campus
during different hours and days of the week. Visualizing the
data will enable patterns to be identified so that whatever
information is obtained can be easily understood [28]. The
knowledge derived from the analysis can then be fed back
for further processing of the data to obtain subsequent
interpretations and meanings as shown in Figure 2.

IV. ANALYSIS AND RECOMMENDATIONS

WiFi can be used to provide information about building
occupancy. However, it does not give a count of the number
of people in the building, rather it measures the number of
connected devices which are attributed to people in the
building. The number of connected devices give an
indication of the presence of people at a particular location
and at a certain time based on an average number of
connected devices per person [37]. The data to be analyzed
in this study include device connectivity data of students and
staffs connected to the AUN WiFi network. In order to be
connected a user account is required, thus, devices of guests,
or those connected to a different network, or that are not
connected at all are not included. Table 1 shows the statistics
on the average and maximum occupation for each of the
sixteen buildings over the two-week observation period.

In order to infer the graphics presented below, some details
about the data need to be taken into account:

i. Between 9pm on December 2nd, 2018 and 6am on
December 3rd, 2018 no occupancy data was
recorded in the following dormitories; CC,
DD, AISHA KANDE, and R-VOLPI as shown
in Table 1.1 in the appendix. This was as a
result of a problem with the fiber cable
supplying internet connectivity to these
buildings.

To allow for a detailed analysis of the dataset and to prevent
repetition, the sixteen buildings were grouped according to
the purpose of their usage. The grouping is as follows:

i.  Academic Buildings — Robert Pastor Library, Arts

and Science, and Law Library

ii. Residential Buildings — AA, BB, CC, DD, EE, FF,
Aisha Kande, G-Volpi and R-Volpi
Offices — Admin 1 and Admin 2
Leisure — Cafeteria and Commencement

.
iv.

Table 1: Statistics on the number of occupation per week

BUILDING Average Occupation Maximum
Occupation
Week 1 Week 2 Week 1 Week 2
AA 77.38 81.70 112 113
BB 93.66 99.13 116 146
cC 77.61 75.85 115 112
DD 52.68 50.14 91 99
EE 132.02 139.27 169 185
FF 114.09 115.42 153 158
AISHA KANDE 87.39 74.55 141 126
G-VOLPI 146.74 152.15 187 191
R-VOLPI 113.07 111.22 150 169
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CAFETERIA 27.32 30.77 85 99
RP LIBRARY 116.01 123.03 408 346
COMMENCEMENT 10.95 12.86 56 43
ARTS & SCIENCE 63.52 63.04 226 210
LAW LIBRARY 36.92 30.32 144 144
ADMIN 1 31.17 33.39 115 115
ADMIN 2 26.24 23.78 127 117

The dataset was then analyzed and similarities in the
pattern of occupancy were found among the buildings in the
categories. A building was thus selected from each category
to communicate the pattern of occupation in them. They are
library, G-Volpi, admin 1, and cafeteria.

As observed in Figure 4, occupancy in the library during
the day time (between 7am and 7pm) in the week from
Monday to Thursday decreased in the second week when
compared to the first week (shown in Figure 3), as the final
exams drew closer. This is because it is common practice
for classes to stop holding a week to the final exams to
allow students enough time to revise for their exams. On the
other hand, occupancy in the library during night time
(between 7pm and 3am) increased in the week preceding the
final exams (shown in Figure 4) when compared to the
previous week (shown in Figure 3). This is as a result of
students coming to the library at night time to study.

To illustrate the building usage volume, pie charts
(Figure 5 and Figure 6) were plotted for the two weeks
under observation using maximum occupation values listed
in Table 1. It was observed that in the second week, there
was increased occupancy in almost all dormitories when
compared with the previous week as students had fewer
classes. As explained above, this result is attributed to
students spending more time in the dormitories as classes
generally stop holding a week to the final exam.

Observed occupancy in the Library for the first

week
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Fig. 3: Observed occupancy in the RP library for the first

week
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Fig. 4: Observed occupancy in the RP library for the second
week

Maximum building occupancy in week1
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Fig. 5: Maximum occupancy values from week 1 for all
buildings

The exceptions were CC, and Aisha Kande, and this
could have been as a result of the network failure that
occurred in the second week as noted above which resulted
in no occupancy values being recorded. The average
occupancy in the residential buildings over the two weeks’
period also increased in all the dormitories except CC, DD,
AISHA KANDE, and R-VOLPI were no records were
obtained due to the network failure that occurred. Two of
the academic buildings (RP library and arts and science)
experienced decreased maximum occupancy in the second
week when compared with the first week. Again, this is
because classes generally stop holding a week before the
final exams.

Average occupancy in the arts and science building
decreased in the second week when compared with the first
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week, however, the reverse was the case for the RP library.
What this implies is that the average number of students that
have their classes in the arts and science building is less than
the average number of students that spend their time
studying in the building during revision week. This is
probably because the RP library building is where students
usually spend their time studying which explains the
increase in average occupancy in the second week when
compared with the first week.

Maximum building occupancy in week2
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Fig. 6: Maximum occupancy values from week 2 for all
buildings

To describe the pattern of occupancy in the buildings,
graphs were plotted using minimum and maximum
occupancy values over the two-week period. As shown in
Figure 7, there is decreased occupancy in the RP library
during the weekend, however, occupancy on Saturday is
higher than on Friday and Sunday. This is because classes
are held on Saturdays for graduate students in the RP
library. In the second week (the week before exams),
occupancy on Saturday is lower than on Friday and Sunday
as classes have stopped holding.

As also observed, there is decreased occupancy in the
second week in the RP library when compared to the first
week, during the weekday from Monday to Thursday, as
classes have generally stopped holding in preparation for the
final exams. This results in a graphical form identical to that
of a sine wave. With reference to time as illustrated in
Figure 8, as expected over the two weeks there was higher
occupancy in the day than at night with peak occupancy in
the afternoon between 12pm and Ipm. This result is
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consistent with other works such as [39]. There is a gradual
fall afterwards until after 7pm when the library experiences
a slight increase in occupancy as a result of students coming
for night studies. This peaks at 9pm after which it gradually
reduces.

Observed occupancy pattern of RP Library over
two weeks per day
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Fig. 7: Occupancy pattern of Library over two weeks per day

Observed occupancy pattern of Library over two
weeks per time

Fig. 8: Occupancy pattern of Library over two weeks per
time

A similar pattern as the library occupancy was observed
in the administrative buildings (as shown in Figure. 9) with
an analysis on admin 1 showing increased occupancy during
the weekdays and a near zero occupancy in the weekend
over the two-week period. This is expected as the working
days of the university are Mondays to Fridays while no
work is generally done in the academic offices on Saturdays
and Sundays. During the day, admin 1 experiences its
highest occupation at 12pm after which it declines at 2pm
around lunch time. Again, it increases slightly at 3pm and
then drops at 4pm (Figure 10), an hour before closing work
time.
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Observed occupancy pattern of Admin 1 over
two weeks per day
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Fig. 9: Occupancy pattern of Admin 1 over two weeks per
day

Observed occupancy pattern of Admin 1 over
two weeks per time
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Fig. 10: Occupancy pattern of Admin 1 over two weeks per
time

The pattern of occupancy observed in the dormitories
showed a uniform trend for the two-week duration with
Sunday experiencing the highest occupancy for a weekday
as shown in Figure 11. This showed this result because no
classes are generally held on Sundays, hence the students
spend most of the day in their dormitories engaging in one
leisure activity or the other.

With reference to time (Figure 11), the observed pattern
revealed that the dormitories experience the highest
occupation at night time between 10pm and lam. The fall in
occupancy after this time could be as a result of reduced
activity and mobility among students as they go to bed. It is
assumed that some students shut down some of their devices
like their laptops when they go to bed. Also, everyone
returns to their various rooms from the common areas as
night falls and they go off to bed.

From the analysis of the dataset, it was observed that the
cafeteria experienced peak occupancy during the day time at
Ipm and during evening between 6pm and 7pm. Lunch and
dinner are served in these periods respectively. This is
illustrated in Figure 13.
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Observed occupancy pattern of G-Volpi over
two weeks per day
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Fig. 11: Occupancy pattern of G-Volpi over two weeks per
day

Observed occupancy pattern of G-Volpi over
two weeks per time
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Fig. 12: Occupancy pattern of G-Volpi over two weeks per
time

Observed occupancy pattern of Cafeteria over
two weeks per time
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Fig. 13: Occupancy pattern of Cafeteria over two weeks per
time

The aim of this thesis was to explore what insights could
be obtained from network log data through the use of a
visualization approach. In trying to achieve this aim, this
study proposed a research model based on the organizational
learning model which was used to guide the conduct of data
interpretation by providing meaning to the collected data. In
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the process of analyzing the data, new knowledge was
obtained about occupants’ behavior and this knowledge was
used to perform further analysis. The results obtained in this
study are consistent with similar works in user behavior
literature. As the first study on WiFi usage trend in a
Nigerian university and also the first study applying a model
based on a social science theory, this thesis provides vital
implications.
Nutt [22] notes that the primary function of facility
management is to effectively manage resources. Also,
Petrenko [24] asserts that insights from understanding
occupant behavior are applicable in improving safety
controls, emergency operations, and building management.
Based on these claims, recommendations will be made to
inform AUN management on how to improve its facility
management. The findings from this study can help the
management:

i. To enhance disaster management preparation and

response

One important area that the insights from this study can
be beneficial to AUN is in disaster management preparation.
According to Akter and Wamba [3], disaster preparedness
involves two main objectives; to allocate resources and to
formulate emergency procedures to save lives, properties,
and the environment. This study has revealed that students
use the academic facilities the most during the day time
between 12pm and 1pm, and also in the evening from 7pm
to 11pm, extending into 2am during exam periods. The
university’s security team could take this into consideration
when conducting vulnerability assessments to determine
when the university community is most vulnerable. Also,
decisions such as allocating security personnel for patrol
duty could be better coordinated to ensure that they are
properly staffed during these peak periods to promptly
respond to any incidents that may occur. These peak periods
could more so be used to conduct disaster preparedness
activities such as a fire evacuation drill to ensure maximum
participation from staffs and students. The insights obtained
from this study could further help the university with
providing timely response in the event of an incident on
campus such as a building collapse or fire incident. Having
information, backed by data, about the estimated usage of a
building at a particular time and during a particular period
could inform the disaster management team on where to
focus its scarce resources for maximum efficiency.

ii. To improve facility management

With regards to enhancing building management, having
information about less frequently visited buildings on
campus such as commencement, cafeteria, admin 1 and
admin 2 could inform decisions that would ensure efficiency
in energy consumption to be taken. Such decisions could
include the use of energy-saving bulbs that use motion
sensors to detect the presence of people in a place, so that
they go off automatically whenever a building is unoccupied
for a certain period [40]. To ensure proper facility
maintenance, periods when the buildings experience peak
occupancy should be provided with adequate toiletries and
sanitation to prevent the spread of bacteria, resulting in poor
health conditions. Unlike many Nigerian public institutions,
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overcrowding is not a problem that is experienced at AUN.
Nevertheless, close to exam periods the academic facilities
can become much occupied resulting in difficulties in
finding available study rooms. Although there are often
times empty spaces, they usually have faulty switches or
none at all. The FM team can ensure that as exams
approach, all faulty switches undergo repairs to ensure
increased ease of using the academic facilities.

iii. To automate the process of obtaining occupants

count in the library

Every day, mostly during the evenings and at nighttime,
students doing work study in the library walk around to take
a count of the total number of people on each of the three
floors. This is then collated and documented in a
spreadsheet. This study has shown that this process can be
automated through the use of occupancy monitoring
resulting in efficiency.

iv. To guide facility management team’s decision-
making

Currently, when the FM team at AUN schedules repairs
or power shutdowns, they do so without any information
that guides their decision-making process to ensure that the
activities of the university community is minimally
disrupted. This study has found that the academic and office
buildings are the least occupied in the morning hours
between 3am and 6am. Thus, this would be the most
suitable time for the FM team to carry out repairs or
maintenance that would affect these buildings. Repairs at
the dormitories could be scheduled between 11am and 1pm
on weekdays when the majority of students are found to be
in the classroom.

v. To enable increased student satisfaction

This study has shown that during the weekends,
particularly on Sundays, and when exams are not in
proximity, students spend most of their time in their hostel
accommodations. For increased student satisfaction in AUN,
activities could be organized during these periods to
encourage learning and socializing amongst students.

vi. To ensure network optimization

Network optimization is a popular area where insights
from occupancy information can be applied. Leading to
exams, students use internet facilities more than usual to
conduct research work and to study online materials such as
educational videos. Increased bandwidth could be allocated
during this time to ensure seamless flow of traffic.

V. CONCLUSION

This thesis obtained insights about the pattern of
building occupancy in AUN for two weeks, showing that
students and staffs frequented the academic and
administrative facilities during the day time with peak
occupancy witnessed between 12pm and 1pm. The graphics
presented also showed that with proximity to exams, the
academic buildings had reduced occupancy during the day
time, with increased occupancy at night time between 7pm
and 2am. The residential buildings had an even distribution
over time, but experienced maximum occupancy on
Sundays. Based on these findings, recommendations have
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been made on ways that facility management can be
improved in AUN.

Some limitations observed in this study could serve as
justification for future research work. One limitation was
that the period of observation was for two weeks, towards
the end of the semester. Hence, it might not be adequate to
make generalizations about the behavior of occupants.
Another limitation was that this study did not use any
measuring technique, such as the use of questionnaires, or
tool, such as the use of a camera, to confirm or verify the
results obtained.

This study analyzed network log data containing
information about building occupancy by a university
community for two weeks. Future work could explore
occupancy behavior over a longer period of time to obtain
more generalizable insights. Secondly, to verify the results,
a technique involving the use of questionnaires or interviews
could be used. Finally, future work could explore the
application of insights from occupancy behavior to provide
smart building and smart campus services.
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Abstract—in a quest to efficiently manage the scarce
spectrum, researchers, governments and regulatory
bodies have been conducting spectrum occupancy
measurements in various countries across the world. This
paper discusses the analysis inferred and the results
arrived at from the research conducted on a long-term
spectrum occupancy measurement in the GSM bands at a
fixed location in the Faculty of Communication and
Information sciences, University of llorin, Nigeria. The
measurements data were collected for 4 weeks
continuously for a time span of 24hours. The data
gathered were resourceful for the calculation of the
temporal variation of duty cycle which resulted into
average spectrum occupancy of 10% and 9% for both the
GSM 900 and 1800 respectively. The results showed some
form of temporal variation due to the varying degree of
activities in days and nights, weekdays and weekends.
This puts up an effort to develop spectrum usage
repository for big data analytics. This would help
researchers and policymakers to understand the activities
going on in the spectrum bands for them to devise
intelligent spectrum models for effective utilization.

Keywords: duty cycle; spectrum occupancy; big data;
GSM; long term

I. INTRODUCTION

The advent of wireless communication coined with
an avalanche of multimedia services and wireless
gadgets majorly contribute to the radio spectrum
Several campaigns [4 - 6] on spectrum usage have been
performed and it is concluded that the radio spectrum is
underutilized due to the fact that the primary users are
not always active using the band allocated to them. The
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scarcity. Unlike other natural and precious resources
such as land, water, gas etc., the spectrum is, however,
reusable [1] [2]. To avoid pollution in the radio spectrum
and increase its benefits, regulatory bodies such as the
Nigerian Communications Commission (NCC) are
assigned to manage the spectrum. The Command and
Control Model (CCM) used by most regulators allows
the licensed users to explore the bandwidth exclusively,
with no interference. Unfortunately, the static nature of
allocation of spectrum rendered the spectrum to be
underutilized, thereby increasing the level of its scarcity.
In oppose to the current approach, flexible spectrum
sharing paradigm, regarded as Dynamic Spectrum
Access (DSA) was introduced to improve on spectrum
usage. This paradigm has paved ways for increased
utilization by allowing not only the users with licensed
but also the opportunistic users to use the temporarily
vacant radio spectrum in a perfectly controlled manner.
In this approach, the unlicensed users, sometimes
regarded as secondary users, scan the spectrum in a
search for white spaces (i.e. unused spectral spaces), also
regarded as spectrum holes, in order to opportunistically
enjoy the radio spectrum with no interference suffered
by the primary users. The opportunistic users must,
however, be capable of sensing when a band is busy in
order to vacate it or idle in order to explore it [3]

idea of cognitive radio is a promising attempt to bridge
the space between underutilization and spectral scarcity
[2]. CRs are designed to be intelligent with the ability to
sense the busy period and the idle period of the

95



spectrum. It’s imperative that one measures the
occupancy level of some spectrum to arrive at a
particular pattern of usage by primary users. The degree
(i.e., short-term or long-term) of spectrum occupancy
measurement can be a trade-off between fast result and
accuracy as a long-term measurement (e.g., a month or
more than) will be enough measurement to determine
temporal spectrum gaps unoccupied by the primary users
for the implementation of cognitive radios.

Some measurement had been taken over a short
period of time say a day, 3 days, 7 days and even more
[4], but in this research, the measurements were
conducted for over three weeks so that we can have a
large stream of data for decision making. This would
help researchers to understand the activities going on in
the spectrum band so that they can device intelligent
spectrum models for effective spectrum utilization.
Alongside this, it will also help policymakers in
determining which band have low occupancy so that
adequate strategies can be put in place for its effective
harnessing [7].

IL. RESEARCH METHODOLOGY

A. Measurement Setup

In setting up the measurement for the purpose of this
campaign, an Agilent N93242C Handheld Spectrum
Analyzer (HAS), which spans through the frequency 100
kHz and 7 GHz (tunable to 9 kHz), played a vital role. A
retractable whip antenna with a range of 70 MHz — 1000
MHz is connected to the Spectrum Analyzer. The
antenna is an omnidirectional antenna which is capable
of receiving signals from every angle of the site. The
data received from the spectrum analyzer is directly
measured in dBm. The pre-amplifier feature of the
spectrum analyzer is turned on to enhance the overall
sensitivity. The attenuation level of the spectrum
analyzer is set at 0 dB in order to detect weak signals. A
functioning GPS (Global Positioning System) is
connected to the Agilent device to determine the location
features of the site. With the help of an external hard
drive (1 Terabyte), the log files of the spectral activity
which is generated in real-time are stored on the external
drive which will be further saved on a laptop for
subsequent processing and analysis. Same measurement
configurations were maintained for all the bands
considered throughout the period of the measurements.
Although, some configurations used were based on
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default setting such as Resolution bandwidth (RBW),
number of points, Sweep Time etc. The backup of the
spectrum analyser must not be exhausted to ensure the
battery is constantly up because any configurations
performed on the spectrum analyser will be lost once the
spectrum analyser goes off.

Fig. 1. Agilent N9342C Spectrum Analyser Setup in the TCS
Laboratory

B. Measurement Location

The  measurements took  place in  the
Telecommunication Science Laboratory located at the
top floor of Faculty of Communication and Information
Sciences (FCIS) building, University of Ilorin, Nigeria
with coordinates (Longitude: 4° 40° 28”°E Latitude: 8°
29’ 19’N). These measurements were conducted for 4
weeks for a period of 24 hours continuously. The service
bands considered are GSM 900 MHz and GSM 1800
MHz as shown in Table 1. Only downlink transmissions
were captured. These bands are expected to experience
enough spectral activity as owing to the fact that these
UHF bands are vastly used almost everywhere in the
world.
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Table 1: Service Bands Measured

Service bands  Frequency Range (MH Bandwidth (MHz)
GSM 900 925 -960 35
GSM 1800 1805 — 1880 75

C. Data Collection and Processing

Irrespective of the bands currently being measured, at
the initial stage, the raw data collected were represented
in matrix forms using the elements of received signal
powers. The signal powers are denoted with P(t;, f;)
with the unit of dBm. Where f; represents the channel
and ¢; represents the time frame which is usually 461
points (m) as used in the measurements. A three-stage
process is used in evaluating the occupancy statistics and
they are as follow: inputting of raw data, adaptive
detection threshold, and computation of average duty
cycle of every channel. Raw data inputs are unstructured
received power levels at the antenna end. All the sets of
data are in a matrix of i x j with the elements of F,

(eifi =
Y (i.e. Y is a matrix of sampled power) as:
Y =
Preigp v Prei g
(1
Peigiy = = Pueifiy
Equation (1) can also be written as:
Y=y(n 2)

Where y (n) is a matrix of received signal power at every
point n. Every channel has a different noise power level,
sometimes referred to as background noise, which varies
from each band. An adaptive threshold is set for every
band for every location. It is commonly known that
when the received signal power is higher than the
threshold set the frequency band is said to be occupied,
otherwise, the band is considered idle.

D. Spectrum Sensing and Duty Cycle

In this experiment, energy detection method was used as
the spectrum sensing method. This is because it is the
most widely used sensing technique and it is arguably
the simplest since it operates by requiring no prior
knowledge of the primary user. It performs its operations

Page

by setting a threshold which is compared with the
received signal power [9]. The chosen threshold relies on
noise power. This method is sometimes referred to as
period gram or radiometry [9]. The resolution on the
occupancy band can be attained by equating the decision
metric, M, to a fixed detection threshold Az [9]. This is
corresponding to distinguishing the two following
hypotheses [10];

Hi: xm)=sm+wm) 3)
Hy: x(m) =w ) 4)

Where s(n) is the signal sent by the licensed users,
x(n) is the signal received by the opportunistic users,
w(n) is known as the additive white Gaussian noise.
Hypothesis Hy represents the absence of a licensed user.
Meanwhile, hypothesis H; depicts the presence of the
licensed wuser. The calculation of energy is
mathematically expressed as shown below [9][10]:

N _olxl Q)

The importance of duty cycle can never be overlooked in
this research as it is majorly used in characterizing the
spectrum utilization. Duty cycle is always based on the
frequency calibrated on the Agilent device (Spectrum
Analyser) [11]. Basically, it is just how often a channel
is busy or idle during the sample period. The duty cycle
is usually represented in percentage (%) to indicate the
occupancy rate of a channel or frequency band [12].

Signal Occupation Period (n)

Duty Cycle= * 100% (6)

Total Observation Period (mj

Where m is the period of observed measurement
and n is the duration of the signal. With a given time
series of channel power measurements, the average duty
cycle can be computed using equation (5). Temporal
variation can be defined as the time evolution of duty
cycle at a certain frequency point as it varies with time.
In this experiment, the temporal variation was evaluated
in two ways: the short-term which is based on hourly-
wise spectrum occupancy measurement and the long-
term which is based on minute-wise spectrum occupancy
measurement was neglected.
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III. RESULTS AND DISCUSSION
The spectrum occupancy rate was determined
through the computation of average duty cycle value.
Figures 2 and 3 provide the spectrogram of the spectrum
usage for the GSM 900 MHz and GSM 1800 MHz
bands. The spectrograms show the time variance of the
duty cycle.
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Fig.4: Hourly variation of GSM 900 and GSM 1800
(Downlink)

In Figure 4, hourly duty cycle of a 7-day
measurement data is depicted in the graph for both GSM
900 and GSM 1800 bands. It can be observed from the
graph that both the GSM 900 and GSM 1800 follow
almost the same pattern. This is due to the fact that both
bands are used by same technology, 2G, and they both
perform the same operation. The major difference
between the two is the frequencies at which they
transmit and receive. According to the graph, GSM 900
appears to have higher occupancy rate than GSM 1800.
This is the hourly-wise temporal variation of duty cycle
and it is short-time because the computation is based on
hourly data rather than minute-wise data. We arrived at
the average duty cycle of 15% for the GSM 900 band
and 12% for the GSM 1800 band.

IV. CONCLUSIONS

This research has discussed spectrum occupancy
measurements conducted in the GSM bands and has
determined the temporal variation of duty cycle in the
GSM bands. It was observed that both the GSM 900 and
GSM 1800 follow almost the same pattern in terms of
spectrum usage with occupancy values of 15% and 12%
respectively. Even though the hourly variation provides a
clear variance of the occupancy rate, the minute-wise
assessment is still desirable to adequately generate more
data set for the development of predictive models such
as the neural network.
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Abstract—Ensemble classifiers have been found to be better and
more accurate compared to individual classifiers that make them
up. Data mining techniques have been used by many researchers
to predict students’ performance, but very few studies used
ensemble techniques on datasets from a learning management
system to predict students’ performance. Furthermore, the study
of the effect of maximizing the size of partitioned data subset on
the accuracy of ensemble models is also not common in the
literature. In this paper, both homogeneous and heterogeneous
ensemble techniques were used to predict students’ final grade on
a real world dataset. The base classifiers used are Decision
Tree(DT), Naive Bayes(NB) and K-Nearest Neighbor(KNN)
while the ensemble methods used are: Random Forest, Bagging,
Boosting and Voting. Waikato Environment for Knowledge
Analysis (WEKA) was used for data preprocessing, attribute
selection and 10-fold cross validation. The result obtained shows
that, Random Forest ensemble method using decision tree
outperforms other ensemble methods with an average accuracy
of 90.3%, then the bagging method using DT with an average
accuracy of 85.3%, then the boosting method using DT, then
bagging/boosting method using NB and finally, the voting
ensemble method. The bagging/boosting method using KNN was
found to be the least method in terms of accuracy and other
measures. It was also observed that in the bagging method,
maximizing the size of partitioned data subsets does not improve
the ensemble accuracy.
Keywords—Learning MOODLE,
Ensemble, Classifiers

Management  System,

L INTRODUCTION

Learning Management System (LMS) can offer a great
variety of channels and workspaces to facilitate information
sharing and communication among participants in a course.
They let educators distribute information to students,
produce content material, prepare assignments and tests,
engage in discussions, manage distance classes and enable
collaborative learning with forums, chats, file storage areas,
news services among others. Examples of commercial
learning management systems are Blackboard and TopClass,
while free learning management systems include: MOODLE,
Ilias and Claroline [1]. Performance of students may be
influenced by several factors such as gender, age, parents
socio economic status, area of resident, nature of school,
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medium of teaching, daily study hours or nature of
accommodation [2].

Developing an effective student performance prediction
model is very important but rather difficult task for
educational institutions. The aim of students’ performance
prediction models is to predict whether or not a student will
perform well or not. If the prediction models could not
provide a certain high level of prediction accuracy rate, it
will lead to making incorrect decisions and hence, making it
difficult for education counsellors to properly counsel
students.

Related literature and studies have shown that data
mining techniques can be used by education data miners to
trim down the students failing ratio by providing
recommendations to educational system stakeholders e.g.
students, teachers, researchers and administrators where
these recommendations might have a significant impact in
improving learning process [1-3]. It is also known from
several studies that combining multiple data mining
classification techniques or ensemble classifiers usually
outperforms single classifiers[5].

Ensemble classifiers refers to a group of base classifiers
that are cooperatively trained on a dataset in a supervised
classification problem in order to improve the performance
of classification models. The main discovery is that ensemble
methods are often much more accurate than the individual
classifiers that make them up [5] [6].

Although, several literatures have demonstrated the
superiority of ensemble classifiers over the single base
classifiers, but most of them constructed ensembles of
specific types of base classifiers for example, ensembles on
decision trees [7, 8] or only on homogenous ensembles [9] or
solely on heterogeneous classifiers [10, 11].

Despite some previous works on comparing ensemble
classifiers techniques, where results show that boosting
method outperforms other ensemble techniques, they
maintained that the performance of ensemble techniques is
usually domain dependent [5, 7, 9, 10, 12]. So, in the domain
of student performance prediction a comparative study of
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student predictive models built using different ensemble
techniques is not common in the literatures. This fact raises
our research question concerning which ensemble classifiers
is the best.

Furthermore, the study of the effect of maximizing the
size of partitioned data subset on the accuracy of the bagging
ensemble technique in predicting students’ performance is
also not common in the literature. Finally, how do we
identify the most significant attribute that are major
indicators of high performance from our dataset?

This work answers the above questions by developing
and comparing different ensemble classifiers for students’
performance prediction based on their interaction with
MOODLE. Also, the effect of maximizing the size of
partitioned data subsets size on ensemble accuracy was also
investigated. The significant attributes which are indicators
of high performance were also determined using the
attributes selection evaluator in the WEKA tool environment.

II. ENSEMBLE TECHNIQUES

Ensemble methods are categorized into homogeneous
(the same classifiers) and heterogeneous (different
classifiers) [13]. Voting and stacking are examples of
heterogeneous ensemble technique while Bagging, Boosting
and Random Forest are examples of homogeneous ensemble
technique. The Homogenous ensemble technique is divided
also, into dependent and independent methods. In a
dependent method, the output of a base classifier is used in
the creation of the next classifier. Boosting is an example of
dependent method. In an independent method, each classifier
performs independently and their outputs are obtained using
majority vote for classification problems or averaging for
regression problems. Fig. 1 shows the types of ensemble
techniques.

Ensemble Techniques

|

‘ Heterogeneous ensemble‘

Homogenous Ensemble

|

Bagging Random Forest

Fig. 1. Types of ensemble techniques

Bagging and random forest are examples of independent
methods. These techniques resample the original data into
samples of data, and then, each sample are then trained by a
different classifier, individual classifiers results are then
combined through a voting process, the class chosen by most
number of classifiers is the ensemble decision [6].

A. Base Classifiers

Here, we introduce briefly the base classifiers that are
used for constructing ensemble classifiers using any of the
above approaches.

1) Decision Tree: Decision Tree builds classification
model in the form of a tree structure and generate rules
(conditional statements) that can easily be understood by
humans and easily used within a database to identify a set of
records. Most commonly used DT algorithms by researchers
in EDM are: Iterative Dichotomiser3 (ID3), Classification
and Regression Trees (CART) and C4.5 Algorithms.

ID3 is a recursive algorithm that employs a top down
greedy search through the space of possible branches with
no backtracking. ID3 simply uses a fixed set of examples to
build a Decision Tree, and later the developed DT will be
employed to classify new future samples [14]. The ID3
constructs a decision tree based on information gain/entropy
measures [15]. According to [16] when datasets are split to
grow decision trees, it is done to reduce impurity and
entropy is one way to measure the degree of impurity given
by the equation 1.

Entropy =X; B log, P (1
Where P; is the probability of each class j in the dataset. The
Information gain on splitting on an attribute say A, is the
difference between the degree of impurity of the parent
dataset say S and the weighted summation of impurity
degrees of the subset dataset Si split on attribute A with
values v mathematically described as:

@H{.S'v]

Information Gain(5,4) = H(5) - %, sl

)

Where H(S) is the entropy of the parent dataset or node S,
H(S,) is the entropy of the subset split base on values v of
attribute A and S| is the total number of entries in dataset S.

CART was introduced with reference to classification and
regression trees, so that it can respectively handle
categorical and continuous variables in building decision
trees. Classification trees are used to identify the class that a
categorical target variable would likely fall into. On the
other hand, regression trees handle prediction of continuous
target variables. CART works through the recursive
partitioning of the training set in order to obtain subsets that
are as pure as possible to give the target class. Gini Index is
the default impurity measure used in CART for categorical
target variables. It is essentially a measure of how well the
splitting rule separates the classes contained in the parent
node [17]. Given a training dataset S and that the target
attribute takes on j different values, then the Gini index of S
is defined as:

Gmi(5) =1-3/_,(P)? 3)

Where Pi is the probability of S belonging to the class i. A
Gini split measures the divergences between the probability
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distribution of the target attributes values which is achieved
by selecting the attribute with the maximum gain. The gain
by a Gini split on a dataset S and attribute A is given as:

Gini split(5, 4) = Gimi (5) — TL_, ¢15:1/151) Gini (5,
(4)

Quinlan [4] developed C4.5, as an extension of ID3
algorithm in order to handle problems associated with ID3.
C4.5 generates decision trees using an approach whereby
each node splits the classes based on the gain of
information. C4.5 accepts both continuous and discrete
features. It can also handle incomplete data points, as well
as, over-fitting problem by a clever bottom-up technique
usually known as "pruning".

2) Naive Bayes: The NB algorithm is a machine
learning algorithm that is used for solving classification
problems. It is called “Naive’ because it makes the
assumption that the occurrence of a certain feature is
independent of the occurrence of other features. It is a
probabilistic classifier that is based on the Bayes Theorem
which states that: “The probability of the event A given the
event B is equal to the probability of the event B given A
multiplied by the probability of A upon the probability of B”
[2]. The theorem is mathematically expressed as:

P@A|B) =(PBlHxPAN/PE) O
In any classification problem, there are multiple features and
classes. According to [3] the aim of the Naive Bayes
classifier is to compute the conditional probability of an
object with a feature vector say x;, X, ***, X, belonging to a
particular class C;, for 1<i < k expressed mathematically as:

PlClxpxgu, xy) =
POryxy ot |00 X PCY/P Gy pt)
(6)

Equation 6 can be reduced to:

P(Clx,.x,....x,) = [ﬂj:: P[xj-|lfl-]l]l ®
PCO/Pxyx g, xp)
(7)

So, Naive Bayes classifiers are easy to build and useful
particularly for very large dataset, along with simplicity.

3) K-Nearest Neighbor: KNN is a non-parametric
classification algorithm used to predict a target label by
finding the nearest neighbor classes [5]. K in KNN refers to
the number of nearest neighbors the classifier will use to
make its predictions. KNN stores all available cases and
classifies new cases based on a similarity measure of the
nearest neighbors. The nearest neighbors are computed
using any of the distance measures like Euclidean distance,
Manhattan distance, Hamming distance etc.
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So, given a dataset and an unknown data point, we
compute the distance of the unknown data point from all the
points in the dataset. The class of the majority neighbors is
then selected for the unknown data.

KNN is usually used when there are non-linear decision
boundaries between classes.

B.  Ensemble (Combination) Methods

1) Bagging: Bagging stands for bootstrap aggregation
(a technique for re-sampling data into subsets). The idea
behind this method is to increase the accuracy of unstable
classifiers by creating a composite classifier, and then
combine the results of the learned classifiers into a single
prediction [6]. Breiman [7] showed that bagging is effective
on “unstable” learning algorithms where small changes in
the training set result in large changes in predictions. It
means bagged ensembles tend to improve upon their base
models more if the base model learning algorithms are
unstable and differences in their training sets tend to induce
significant differences in the models.

2) Boosting: Boosting belongs to a family of algorithms
that are capable of converting weak learners to strong
learners. The general boosting procedure is simple. It trains
a set of learners sequentially and combines them for
prediction, then focuses more on the errors of the previous
learner by editing the weights of the weak learner. A
specific limitation of boosting is used only to solve binary
classification problems. This limitation is eliminated with
the AdaBoost algorithm. AdaBoost is an example of
boosting algorithm, which stands for adaptive boost. The
idea behind this algorithm is to pay more attention to
patterns that are hard to classify. The amount of attention is
measured by a weight that is assigned to every subset in the
training set. All the subsets are assigned equal weights
(uniform probability) initially, in each iteration the weight
of wrongly identified instances is increased while the
weights of truly identified instances are decreased. Then, the
AdaBoost ensemble combines the learners to generate a
strong learner from weaker classifiers through a voting
process [6].

In boosting, as contrary to bagging, each classifier is
influenced by the performance of the previous classifier. In
bagging, each sample of data is formed using uniform
probability, while in boosting, instances are chosen with a
probability that is proportional to their weight. Furthermore,
bagging works best with high variance models which
produce variance generalization behavior with small
changes to the training data. Decision trees and neural
networks are examples of high variance models [8].

3) Random Forest: Random Forest proposed by [9] is a
popular and powerful ensemble supervised algorithm which
is capable of performing classification and regression tasks.
The algorithm creates a forest of random trees (DT) taking
different sub-samples (bootstrap) from the original data at
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training time and outputting the class, that is, the mode of
the classes output by individual trees, in order to overcome
over-fitting problem of weak DT. Over-fitting means a
model fits well to training dataset while fails to the
validation dataset, i.e. the model memorizes the features in
the training data set instead of learning the patterns which
prevent it from being able to generalize to the test data.
Random forest uses best set of predictors when splitting the
data set rather than considering all predictors. RF is different
from bagging that uses full set of predictors while splitting
the data or building the models. This strategy make the RF
turns out to perform very well compare to many other
classifiers including discriminant analysis, support vector
machines and neural networks [9].

III. RELATED WORK

Table 1 lists related works that had developed classifier
ensembles using several base classifiers. The types of base
classifiers used, the ensemble techniques used and the
purpose of developing such ensemble classifier are used as
the basis for comparing the related works.

TABLE 1. COMPARISONS OF RELATED WORKS

Work Classification Ensemble
Techniques Technique
Amrieh et al.[10] Artificial Neural Bagging,
Network, Boosting,
Naive Bayes, Random Forest
Decision Tree
Satyanarayana J48, Ensemble
and Naive Bayes, Filtering
Nuckowski[11] DT Ensembles
Abubakar and DT ensemble Random Forest
Ahmad[12]
Salini and Logistic Majority Voting
Jeyapriya[13] Regression,
Support Vector
Machine,
DT Ensemble
Ashraf et al.[14] J48, Stacking

Mythili et al. [15]

Random Forest

DT Ensemble,
Decision Table,
Multi-Layer
Perceptron,

J48

Random Forest

According to Table 1, it is clear that constructing ensembles

and comparing them with individual base classifiers in the
area of predicting students’ performance is an active
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research. Related studies wusing ensemble classifier
techniques have shown that they are superior to many single
base classifiers. [15] for example, compared the
performance of Random forest, J48 and decision table
algorithms and results obtained showed that Random
forest algorithm is more accurate and the time taken to
develop the model is less when compared to the other
classifiers.

On the other hand, [10] used ensemble technique on an e-
learning educational dataset that was collected from the
Kalboard 360, a Learning Management System, to develop a
model of performance of students with a new category of
features called the behavioral features. Their model was
used to evaluate the impact of student’s behavioral features
on their student academic performance using bagging,
boosting and random forest with Naive Bayes, Artificial
Neural Network and Decision Trees as the base classifiers.

Multiple classifiers: J48, Naive Bayes and Random Forest
was also combined by [11] to improve the quality of student
data by eliminating noisy instances and improving the
predictive accuracy. They identified association rules that
influence student outcomes using a combination of rule
based techniques. They compare their technique with single
model based techniques and concluded that using ensemble
models not only gives better predictive accuracies on
student performance, but also provides better rules for
understanding the factors that influence student
performance.

Random Forest was used by [12] to predict the academic
performance of students based on their interaction with
LMS, assessment and prerequisite knowledge. Result from
their research show that Naive Bayes outperforms Random
Forest, however Random Forest, an ensemble of Decision
Trees outperforms a single Decision Tree. In addition to the
performance prediction, Random Forest was also used to
identify the significant attributes that influence students’
performance, which was validated by a statistical test using
Pearson correlation. Their research revealed that lab task,
assignments, midterm and prerequisite knowledge are
significant indicators of students’ performance predictions.

Majority Voting Ensemble on Random Forest, Logistic
Regression and SVM classifiers was studied by [13] where
they deduce that Majority Voting ensemble method results
to a better performance accuracy.

[14] used ensemble stacking method with base classifiers:
J48, RF and Random Tree on pedagogical (academic data)
datasets to improve the prediction accuracy of student’s
performance using under sampling and over sampling
filtering technique resulting to accuracies of 95.96% and
96.11% respectively.

It can be seen from the related work that none of the
researchers extensively used both the homogeneous and
heterogeneous ensemble methods on a Learning
Management System datasets in an attempt to providing
clues for constructing the best students’ performance
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predicting ensemble model. Therefore, there is no clear
answer to the question about which ensemble classifier can
provide the highest students’ performance prediction
accuracy. More specifically, very few studies examine the
performances of different ensemble techniques on predicting
students’ performance.

IV. EXPERIMENTS
A) Experimental Setup

In the next few sections, we describe the data collection,
the proposed model, the evaluation metrics we used, the size
of partitioned data subsets and how we intend to determine
the most significant attributes.

1) Data Collection and Description: The dataset used in
this work was obtained from the Institute of Computing and
Information Communication Technology (ICICT), Ahmadu
Bello University (A.B.U) Zaria, Nigeria. The dataset
contains 515 records of students’ MOODLE activities which
include: Course view, Resource view, Assignment submit,
Assignment view and Forum view which are going to be
compared with students’ final grades to find out factors that
indicate high performance. A total of six (6) attributes were
selected including the class attribute. The tasks of data
collection and data pre-processing includes: data cleaning,
feature selection, data reduction and data transformation
processes was done to improve the quality of the dataset.
Table 2 gives the descriptions of the selected features and
Table 3. illustrate a brief description of the data collected.

TABLE 2. ATTRIBUTES DESCRIPTION

2) Proposed Model: The preprocessed data was
exported to WEKA where the individual classifiers: DT, NB
and KNN was combined separately in the case of
homogeneous and together in the case of heterogeneous to
form ensemble models. Fig. 2. Illustrates the steps required
to construct the ensemble models.

DT. MB. KNN

T v, T

S

0,
Ua

Enzamble hodsl

Fig. 2. Ensemble Model Construction
3) Evaluation Metrics: The training and testing was
done using 10-folds cross validation. The performance of
the models was evaluated using the confusion matrix
metrics. The confusion matrix contains entries which
include True Positive (TP), True Negative (TN), False
Positive (FP) and False Negative (FN) which were used to

S/N Features Description

compute the Accuracy, Precision, Recall and F-measure of

1.  Course View
2.  Assign View

3.  Assign_Submit
during semester

Number of assignment uploads and updates

Number of course views during semestefach predicted and actual classes of the model as described
Number of assignment views during senfd%teguations 8-11. Table 4 shows the confusion matrix.

TABLE 4: CONFUSION MATRIX

4. Resource View Number of resource views during semester
- . . PREDICTED
5. Forum View Number of forum views during semester
6. Performance  The students overall score/grade (pass or fail) A CLASS
2 Pass | Fail
w}
<
TABLE 3. DATA DESCRIPTION E Pass TP FP
Course_  Resource  Assignt  Assignt_ Forum g
View _View _Submit  View _View Fail FN N
count 511 505 513 513 500
mean 12.912 7.402 5.159 31910 | 0412 ) o )
1. Accuracy: this is the proportion of total number of
std 18334 10.688 2650 25317 | 1.1246 predictions that were correct. The higher prediction
accuracy is, the better the model.
min 0 0 0 0 0
Accuracy (A%) =
max 106 68 14 181 14 (TP + TN)/ (TP + TN + FP + FN) * 100 ®)
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ii. Precision: this is percentage of instances that the
classifiers marked and classified in the class and are
actually in the class.

Precision (P %) = TP/(TP+FP) * 100
)
ii. Recall or Sensitivity: this is the proportion of actual
positive cases which are identified correctly.
Recall (R %) = TP/(TP+FN) * 100 (10)
iv. F-Measure is the accuracy of harmonic mean of

precision and recall that is the weighted average of
the class.

F-Measure(F%)=
(2*Precision*Recall)/ (Precision + Recall) *100

(11)

4) Size of Partitioned Data Subsets

Bagging method as a technique for re-sampling data into
subsets was used to investigate the effect of maximizing the
size of partitioned data subset on ensemble accuracy.
Different data subset sizes were used by increasing and
decreasing the number automatically in order to find its
effect on the performance.

5) Determination of the most significant attributes

A function in WEKA called Correlation Attribute
Evaluator which evaluates the worth of an attribute by
measuring the Pearson’s correlation between it and the target

Precision 84. 84. 84.7 84. 84. 85.1 84.5 90.3
7 5 6 6

Recall 96. 99. 89.2 94. 98. 87.8 98.9 100
6 1 5 9

F-Measure 90. 91. 86.9 89. 91. 86.4 91.1 94.9
2 2 3 2

Table 5 presents the result of the experiment using
ensemble methods: Bagging, Boosting, Voting and Random
Forest. It was observed that, good results were obtained
when ensemble methods with single classifiers are used.
Random Forest method using DT outperform other ensemble
methods with an accuracy of 90.3% which means 51 students
were identified accurately while 11 students were wrongly
identified. Precision, Recall and F-Measure results are
90.3%, 100% and 94.9% respectively. Bagging and Boosting
using DT are the second and third methods with accuracies
of 85.3% and 85% respectively. Voting ensemble was the
fourth method with an accuracy of 83.7% using DT, NB and
KNN combine together. KNN using Bagging and Boosting
methods are the least classifiers with accuracies of 77.3%
and 76.7% respectively. Precision, Recall and F-Measure
results for these classifiers are as shown in Table 3. The
performance of each ensemble technique is as shown in Fig.
3.

class was used to determine the most significant attribute in
.. 5 . 120
predicting students’ performance. The search method used is .
the Rank method. 100 Ensemble metrics
B B B
80
B) Experimental results
60
In the next few sections, we describe the results obtained ® Accuracy
from ensemble classifiers and non-ensemble classifiers and 40
also the determination of the most significant attribute. B Precision
20
1)  Results on ensemble classifiers H Recall
In this work the ensemble techniques used are Bagging, 0 = = E-Measure
Boosting, Random Forest and Voting Ensemble methods. s °e
The evaluation measures are as shown in Table 5. >
[aa]
=
TABLE 5. ENSEMBLE EVALUATION MEASURE E
H H H Voting Random . . .
Evaluati | Bagging Boosting Method | Forest Bagging | Boosting VotingRF)
on Method Method (RF)
Measur , )
Classifiers oT NB KNN oT NB KNN | (DT, NB, oT Fig—3—Chgrt of ensemble model performance measure
Type KNN)
The result shqws that when running bagging method with
different partitioned data subsets, as the partitioning is
Accuracy 85. | 8. | 773 | 8. | 84 | 767 | 837 903 |. . L. - S
3 5 o 5 increasing or decreasing, there will be no significant changes
in the fesult. This shows that maximizing the size of
partitioned data |subsets does not improve the ensemble
accuracy.
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2) Comparison between ensemble classifiers and non-
ensemble classifiers

Table 4 shows the classification results using the
following techniques: NB, KNN and DT. It indicates that DT
model outperforms other data mining techniques with 84.1%
accuracy, followed by the NB with 83.7% accuracy and then
KNN with 76.7 % accuracy. The precision, Recall and F-
Measure for the three classifiers are as shown in Table 6.

TABLE 6. EVALUATION MEASURES FOR BASE CLASSIFIERS

Evaluation Naive Decision Nearest
Measure Bayes Tree Neighbor
(NB) (DT) (KNN)
Accuracy 83.7 84.1 76.7
Precision 84.5 84.8 85.1
Recall 98.9 98.9 87.8
F-Measure 91.1 91.3 86.4

TABLE 7. COMPARISONS BETWEEN SINGLE CLASSIFIERS AND THEIR

KNN 84.7 89.2 86.9

ensemble
(Bagging)

77.3

ENSEMBLES.
Classifiers Evaluation
Metrics
Accuracy Precision Recall F-
Measure

NB 83.7 84.5 98.9 91.1

NB 84.9 84.6 98.9 91.2
ensembles
(Boosting)

NB 84.9 84.5 99.1 91.2
ensemble
(Bagging)

DT 84.1 84.8 98.9 91.3

DT 85.0 84.6 94.5 89.3
ensemble
(Boosting)

DT 85.3 84.7 96.6 90.2
ensemble
(Bagging)

DT 90.3 90.3 100 94.9
ensemble
(Random

Forest)

KNN 76.7 85.1 87.8 86.4

KNN 76.7 85.1 87.8 86.4
ensemble
(Boosting)
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Table 7 shows the performance difference between the
single classifiers and their ensembles in terms of accuracy,
precision, recall and f-measure. This result indicates that
ensemble classifiers are more superior to their individual
base classifiers and the DT ensemble (Random Forest) is the
best classifier.

3) Determining the most significant Attributes

In this section the relationship between students’
activities on the MOODLE with students’ final grade and the
determination of significant important attributes were
discussed. Table 8 shows the results.

TABLE 8. SIGNIFICANT ATTRIBUTES

Attributes Correlation Rank
Assign_Submit 0.57 1
Assign_View 0.44 2
Course_View 0.38 3
Resource_View 0.16 4
Forum_View 0.05 5

From Table 8, it can be observed that, the attributes
Assign_Submit has a strong positive correlation with the
score, with a correlation coefficient of 0.57. Hence, it’s
significant in determining students’ final grade. Assign View
and Course_view have medium correlations with the score
with correlation coefficient values of 0.45 and 0.38
respectively.  Finally attributes  Resource View and
Forum_View both have weak correlations with the score,
hence, not significant factors for determining students’ final
grade in a particular course. Fig. 5. is the attributes
correlation chart.
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Fig. 5. Attributes Correlation Chart
Fig. 5. shows the most significant attributes in

determining students’ performance while interacting with
MOODLE. The graph revealed that there is a positive
correlation between assignment submission and course view
with the final grade.

V. CONCLUSION

In this paper, we compared the performance of ensemble
classifiers in predicting students’ performance based on their
interaction with a learning management system. More

ensemble classifiers over the non-ensemble classifiers.

Our experimental results based real-world dataset
collected from the Institute of Computing, Ahmadu Bello
University, Zaria showed that Random Forest method
using DT outperform other ensemble methods with
accuracy of 90.3% and also the single classifiers. This
work therefore, concludes that the DT using ensemble
methods is the best classifier compare to other ensemble
classifiers used in predicting students’ final grade. The
attributes that have the most significant impact on
students’ performance prediction was identified to include:
Assign_Submit, Assign_View, and Course_view. Also, our
result showed that maximizing the size of partitioned data
subsets in bagging ensemble technique does not
necessarily improve the accuracy of ensemble models.

For future work, some other approach may be
considered. First, other ensemble methods such as stacking
and Gradient Boosting Method (GBM) can be compared
with the current study for more elaborate performance
comparison. Secondly, more number of attributes can be
used to conduct similar experiment in order to obtained
better results. Thirdly, feature selection process should be
used to select appropriate features by reducing
dimensionality and redundant data, as a result of large
amount of attributes/features used. Finally, a more
elaborate use of different data sources may be required for
an elaborate comparative study of both homogeneous and
heterogeneous ensemble techniques in predicting students’
performance base on their interaction with a learning
management system.
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Abstract - There are millions of learning materials over the
internet that students can use to assimilate new information.
But once their preferred learning style is known, they can be
provided with a responsive recommendation so that can focus
more on representations that will foster their understanding.
Providing students with preferred learning object no doubt
increase their motivation and hence their learning outcome.
Identifying student’s learning styles allows them to learn better
and faster through several means. Traditionally, a test (use of
questionnaire) is usually conducted for automatic detection
and prediction of student’s learning preferences particularly in
e-learning. This approach though valid and reliable in
detection of learning styles, but it is also associated with many
challenges; learner self-report bias, individual learning styles
may vary over time, Students not aware of the importance or
the future uses of the questionnaire. To this end, this paper
proposed a conceptual framework for detection of learning
style from facial expression using Convolution neural network.

Index Terms - Learning preference; Emotions;
Predictive models; Convolution Neural Network (CNN).

1. INTRODUCTION

Educational technologies such as multimedia
learning have become an integral part of our modern life.
Easy access to information and comprehensive learning
resources were provided by these educational technologies.
Additionally, they allow instructors in learning
environments to present information through different
means, including animations, text, audio files, pictures, etc.
These ample opportunities help learners with a responsive
recommendation based on their wishes and preferences,
which in turn allow them to focus on those representations
that ease their understanding [1-4].

People differ in so many ways including what type of
instruction is assumed to be most suitable for them known
as learning style. Providing students with preferred learning
style will no
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’Department of Computer Science
Moddibo Adama University of technology,
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doubt motivate them and in return increase their learning
outcome. Individuals have their own unique learning
methods. e.g. some assimilate faster with a visual way of
learning (e.g.diagrams, graphs pictures), while some prefer
verbal way (reading or listening) etc. These methods of
learning are what is known as preferred learning styles [§]
and the assumption has been popular in the research areas of
multimedia learning and e-learning in practice [5-7].

Identifying a student’s learning style help both students
and instructors; students assimilate more when their learning
preferences are considered throughout their learning process
while instructors provide students with possible intervention
to foster the learning process. Traditionally, a test (use of
questionnaire) is usually conducted for automatic detection
and prediction of student’s learning preferences particularly
in e-learning. Even though this approach is valid and
reliable in detection of learning styles, it is also associated
with many challenges; [9,10]. Amongst which are: learner
self-report bias and other drawbacks like individual learning
styles may vary over time, Students choosing answers
arbitrarily because they may be unaware of the importance
or the future uses of the questionnaire and e.t.c.

The major motivation of this research is that
humans emote while they are interacting with computers
and are affected by their emotions [11]. Humans facial
expressions (Emotions) are also indicators of how learners
interact with, perceive, and respond to the learning object in
learning environment. Thus, the prediction of learning style
needs to be able to capture such a phenomenon in order to
be free from the use of questionnaire which in turn would
lead to an effective learning and academic achievement.

There has been a growing interest in improving the
interaction between humans and computers particularly in e-
learning. It was argued that “to achieve effective human-
computer intelligent interaction, there is a need for the
computer to interact naturally with the user, similar to the
way humans interact” [12]. Humans interact not only
through speech but also through certain body language to
stress more on some part of speech. Emotions are displayed
through physiological means; facial expressions, vocal and
other means. Researcher in [13] emphasized that “There are
more and more evidences appearing that shows emotional
skills are part of what is called ‘intelligence’ ” and one of
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the most important ways for humans to display emotions is
through facial expressions “’[12].

This research proposes a framework capable of
recognising student’s affective states and infer learning
styles from them through;

i. Developing of an algorithm for efficient
recognition and classification of emotion based on
facial expression.

ii. Identifying and mapping emotional classes onto
specific learning style that positively correlates
with different learning style

iii. Developing learning style predictive model from
feature extracted in the learning style emotive
database.

iv. Evaluation of the predictive model for recognition
and prediction of the learning style using square
mean error.

So far to the best of our knowledge, no system has
proposed a scheme for the integration of such recognition
ensembles in order to deduce the learning preferences of
human subjects from facial expressions. Thus, this research
focuses on the impact of facial expression to predict
learning style of a student. Section II give related literature
and section IIT explain our proposed framework for learning
style detection. Finally the last section concludes and
expected contribution.

II. RELATED WORK
A. Learning Style

Literature shows that some approaches usually use
algorithms from various fields; machine learning, data
mining, artificial intelligence and/or computational
intelligence to build a model from existing student
behaviours to determine or classify their learning style.
These approaches so far yield an average precision of 77%
[10]. Identifying student learning style helped in knowing
strength and weakness of a student in learning process.
According to [14] there are two approaches to automatic
detection of learning style namely: literature-based and data-
driven. A data-driven approach aims at constructing a
classifier that imitates a learning style instrument. The
automatic detection of learning styles in data-driven
approaches usually carried out by an Al classification
algorithm which takes the user model as input, pass it on to
predictive model and returns the students’ learning style
preferences as output [9]. While Literature-based
approaches do not just construct a model from the student’s
data but use rules from literature to build a respective model
[10]. Several researchers have used different machine
learning algorithms such as Naive Bayes Classifier and
ANN to develop their model. Researcher in [15] proposed
the use of a feed-forward ANN (a 3-layer perceptron) with
back propagation under a supervised learning model to
identify learning styles. Ten behavior patterns such as what
kind of reading material did the student prefer, does the
student revise their answers on exams prior to submission
and e.t.c were used as inputs. While the neural network
produces three values, representing the learning styles on
three of the four learning style dimensions of the FSLSM as
output. Bayesian network (BN) was used by [16] in order to
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detect students’ learning styles. In their paper, they
identified various behaviors that may be relevant to
identifying learning styles in a given learning system. Then,
a BN was trained with data from 50 students, using initial
probabilities based on expert knowledge. [17] Proposed an
automatic detection approach for learning styles capable of
adapting to the learner’s wishes to provide learning object
that suit their learning style. [10] Used four computational
intelligence algorithms (artificial neural network, genetic
algorithm, ant colony system and particle swarm
optimization) to investigate with respect to their potential to
improve the precision of automatic learning style
identification. Each algorithm was evaluated with data from
75 students. The artificial neural network shows to be the
most promising results with an average precision of 80.7 per
cent, followed by particle swarm optimization with an
average precision of 79 per cent. Another automatic
approach found in [18], mapped learning styles from the
identified emotional tendencies of students, with believe that
emotion influenced the student’s learning style during the
learning process. The research was conducted in Bahasa
Indonesia which classifies learning style of the students
based on sentiment analysis from student’s tweet. The
research concluded that there is a relationship between
emotional tendencies on Twitter and the student’s learning
style.

In view of the same reasoning with [17] that emotional
tendencies are related to learning styles based on student’s
tweet as well as the ability of a student to communicate
emotionally and cognitively in HCI and education [19], a
new approach can be used to automatically detect student
learning preference based on their facial expression during
the learning process. So that a proper intervention (i.e
learning object) can be offered to maintain the student
motivation.

B. Convolutional Neura) Networks

Convolutional Neural Networks (CNNs) sometimes
called ConvNets are described as deep, feed-forward
Artificial Neural and which specialized mainly at analysing
image data [20]. CNN models are mainly built from three
(3) types of hidden layers; convolution layers, pooling
layers and fully connected layers. This class of ANN have
demonstrated exemplary performance on complex learning
problems. CNN models are very powerful and have
achieved impressive results on solving lot of complex
problems [21]. Deep convolutional networks have been used
by [22] for the recognition of emotions in human faces, the
research augments five CNN input layer with a feature
selection method, and tests result on video based CNU
database of facial expression yielded a recognition rate of
90.5 per cent. Another research by [23] also applied deep
neural networks for identification of facial expressions; they
equally used a set of features based on Haar like features as
inputs for a 7 layer convolutional neural network. Analysis
on 327 images taken from the Cohn-Kanade dataset yielded
an average recognition accuracy of 72 per cent.

While these researches have attempted to recognise human
emotions, no system has proposed a scheme for the
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integration of such recognition ensembles in order to deduce
the learning preferences of human subjects

As the name implies, the main thing that differentiates
CNN from ANN is its architecture that comprised of large
amount of layers in the network. Due to the number of
layers in the CNN, the original input is transformed many
times than shallow networks. This way the network is able
to 'learn' harder tasks than shallow networks, for example
more complicated features can be extracted in image
recognition [21]. There are four major types of deep
learning architectures which include deep neural networks
(DNN) [24], convolutional neural networks (CNN) [20],
recurrent neural networks (RNN) [25], and emergent
architectures [26]. The CNN architecture is motivated by the
visual cortex of the human brain [27]. CNN consist of layers
namely; convolutional, polling and fully connected layers.
Figure 1 shows the architecture of a CNN for an image
classification task.

Input image Convolutional layers Fully connected la Qutput class

et

Train

‘:‘\ .9

CNN image classification pipeline.[30]

Convolutional Layers: This layer is responsible for feature
extraction from input images. Input images are convolved
with weights learned from the images in order to calculate a
new feature map. The feature maps come from the
arrangement of neurons in a network.

Polling Layers: This layer is responsible for reducing
spatial resolution of feature maps [31]. Earlier studies use
average pooling for aggregating all input values while recent
studies [32] use max polling for aggregating maximum
value for receptive fields.

Fully Connected layers: This is the high level in the
network responsible for extracting more advanced abstract
features. In [31], FC layer is composed of a sigmoidal
neuron which sums the outputs of the last preceding
convolutional layer while in some recent image
classification tasks, softmax fuction at the last layer of the
network which essentially converts the output of the last
layer into a probability distribution (Krizhevsky et al. 2012).

This research use deep learning architecture (CNN) to
classify emotional classes based on facial expression to infer
learning styles and this is expected to increase the detection
accuracy of our system.

III. SYSTEM OVERVIEW

This research aimed to design a framework for
detection of learning style from facial expressions. The
proposed model of our system composed of two parts;
emotion recognition and learning style detection based on
facial expressions, here is where we adapt the use of deep
neural network architecture (CNN) which has the ability to
efficiently classify emotion and learning style based on
emotional classes.

Image Acquisition | Feature

1

Mapping and construction of leaming mvle emotive database

IWE;\O?\? m‘;,;;'_ﬁ Feature Extraction %. Classification [Class 2
== == - _ - -
Classn| -~

An Overview of the Prediction Framework.

Evaluation

The predictive model that we propose in our system
follows classification technique procedure which divide the
steps into image acquisition, feature extraction and
classification I, Emotive database, feature extraction and
classification II, and evaluation

A. Image Acquisition

This is the stage where sample of images containing
different emotion can be obtain from the subjects by
instructing them to make facial expressions [28].
Alternatively, it can be done by showing subjects
emotionally loaded pictures for them to mimic [29]. In order
to allow facial expressions come naturally, key frames are to
be extracted from the video sequences collected on students’
behaviour during different learning situations.

B. Feature Extraction and Classification 1
This phase uses the configured deep learning architecture
CNN to automatically extract input features and classify
accordingly. The deep neural network architecture (CNN)
used here has the ability to classify different emotions. The
architecture configured here is a variant of the Lecun
network which harnesses two convolutional layers, two
pooling layers and one output layer. The first layer takes an
image reduced to 32X32 for computational efficiency and
convolves around a singular span of 5XS5 filter. This first
convolution yields four sets of 28X28 feature maps. These
feature maps are the subjected to pooling over a 2X2
window, resulting in six sets of 14X14 feature maps. These
maps are then pooled a second time over a 2X2 fully
mapped window, the result is then convolved around six
5X5 filters and then pooled to give the network's final
output.

The network is trained using published affective
datasets and sample image we sourced from image
acquisition for bias adjustment. This step is responsible for
data curation, which is responsible for dividing the dataset
into two subsets. The CNN model uses the first subset of the
dataset for actual training and the other for testing
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C. Construction of Emotive Database
A new database of emotive learning styles would have to be
constructed in order to accurately determine which
emotional classes correlate with the different learning styles.
The construction of the emotive dataset is done by
extracting frames from video of student’s learning scenarios
while learning different learning object.

D. Feature Extraction and Classification I1
After the emotive database is constructed, our proposed
algorithm would then map features selected from emotional
classes to the different learning styles in the corresponding
degree of accuracy already determined while constructing
the learning style database. In this part, we proposed the use
of transfer learning where transference of neural weights
from the layers of one network to another can be achieved in
order to optimize the system. This will entail training the
network for classification II by transferring the weights from
the network of the classification I. Furthermore, video
frames collected from different learning situations divided
into two parts; one part of the data is extracted as a training
set, while the other part used for testing.

E. Evaluation

The performance of the system would have to be evaluated
by computing the mean square error performance on the
system on the test data and then on a target data that has
been suitably configured for cross validation purposes. This
would require a partitioning of the dataset into a training
data, a test data and a validation data. To ensure that these
subsets are complimentary, multiple cross validations would
be performed to keep variation between them minimum as
possible. The mean of the predictive error recorded for these
multiple validation trails would then be computed in order
to arrive at an accurate assessment of the systems
performance.

IV. CONCLUSION

In this study, we present a conceptual framework that
will use student’s facial expression, extract feature using
configured CNN to recognise emotion and used them to
classify student’s learning style. If this novel approach is
fully implemented; it is hoped to provide a better, more
accurate and relevant studies in detection of learning style.
The future work hopes to develop an application that will
classify student learning style from user’s facial expression
and this will benefit research areas like e-learning, m-
learning and affective education.
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Abstract—In most countries, renewable energy is utilised for
the generation of power in consideration of the increasing
pollution and technology development. The main concern in
the protecting energy systems in utility firms is spotting and
identifying the basic cause of electrical faults in order to
prevent power outages. This article recommends Back-
Propagation Neural Network (BPNN) and Discrete Wavelet
Transform (DWT), which are new techniques for the
classification and detection of faults in the microgrids’
transmission lines. The neutral network utilizes MATLAB in
the completion of training and simulation techniques. These
signals contain high frequencies that are disintegrated through
Daubechies4 mother wavelet 'Db4'. In neural network
training, Wavelet Energy Coefficients (WECs) and Wavelet
Transform Coefficients (WTCs) are applied as back
propagation inputs for the detection of patterns and
classification of faults. The information obtained for detection
and classification of fault is fed to the neural network. This
article suggests Wavelet Transform (WT) for the detection of
fault and technique to recognition of disturbance. Faulty
voltage signals are processed and gathered through the WT for
the detection of faults. The simulation confirms the accuracy
and reliability of the new algorithm.

Keywords- Smart Grid; artificial intelligence; Renewable

Energy; fault detection; wavelet transform

I.  INTRODUCTION

In order to attain highest performance level, one should
ensure that throughout the process the energy is reliable and
of the best quality. Therefore, it is extremely important to
identify fault in transmission lines via distinct techniques and
correct them fast so that they can maintain its reliability and
accuracy. Due to errors and other noises, a power system’s
current and voltage may contain brief components, random
noise, and high harmonics. Hence, accurate and quick
detection of transmission line and fault interference
classification plays an essential in power systems.

The power plant’s electrical energy is transmitted to the
consumption place, in the traditional. Normally, power
stations are situated far from industrial and urban areas as it
needs a special environmental condition. Electrical energy is
produced under medium voltage, and over long distance it is
delivered in high voltage. After which, they use a multi-stage
step-down transformer to step-down the voltage [1].
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Smart grids are the future of power generation
companies. This grid applies digital technology for the
provision and distribution of electricity to consumer
according their requirements; it reduces the energy
consumption, and applies numerous renewable energy
sources for the generation of power [2].

The objectives of a smart grid include:

e Diversification of the group network through
inclution of people as a central part not just as
consumers but as electricity providers as well;

e Increased utility in renewable energy;

e Lowering the power plants’ burden through
lessening the dependence on electricity generation;

e Lessening in complete power cut;

e Developing the network capacity in supply of
electricity;

o Lessening the time needed for restoration of
electricity during a fault;

e Reduction of the curve of peak load; ensuring
maximum present exploitation.

In the recent years, different techniques of classifying
fault shave have been suggested. Such methods include:
combinations of both technologies [7, 8], transformed
wavelets [5, 6], and artificial neural networks [3, 4].

The main components of voltage and current’s
determined data parameters should be examined fast. In
evaluation, each time there is a fault, they have to quickly
review the power content of fault signal. In the extraction of
the energy content for Level 1 and Level 5 they apply the
signals energy content and review of simulation Wavelet
transform (WT). The energy content points transformation to
Level 5 is shown, for fault data which assists in much
accurate evaluation. Wavelet Db is seen as the most suitable
technique as the fault signal details are review much
accurately through it.

In the protection of the energy system, specifically its
peripheral devices, and enhancing its performance in any
specific operating situations; defective or normal, they
require an effective protection system for the installation of
modern energy. Modern systems prefer digital relays rather
than the electromechanical relays as digital relays are faster,
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reliable and accurate. Besides, for execution in real-time it is
very crucial to detect faults via error detectors and digital
relays. This article suggests a fault-detection algorithm
through wavelet transform and usage of independent
components analysis.

Installations of modern energy need an effective
protection system to guard the system itself and the
associated devices and to enhance the performance in
defective and normal defective operating conditions.
Currently, in modern systems, they replace the
electromechanical relays with the digital relays because of
their properties like, reliability fast operation, and accuracy.
In real-time execution, error detection via error detectors and
digital relays is vital. This article, proposes a fault-detection
algorithm by wavelet transform and uses it for the analysis of
independent factors. Abrupt changes should be detected
through detection techniques in order to adapt suitable
solutions for protecting the power system from any
disturbances. The proposed method outputs were reviewed in
different operating scenarios, like the harmonics, frequency
variations, and the presence of disturbance. In detecting of
faults, WT is appropriate because of its effectiveness in time-
frequency resolutions and its reliability for attaining best
feature for identification functions [3-5].

This article proposes a new technique for the
classification of transmission line faults into an intelligent
network through a Back-Propagation Neural Network
(BPNN) and Discrete Wavelet Transform (DWT). The main
concept of the technique is the creation of a simple multi-
layer perceptual network (MLP) applying the wave energy
coefficients and the wave coefficients details of the current
as input patterns. The article outlines the new decision-
making algorithms development for protection relays of the
fault classification and detection. PowerSim is applied for
the simulation the fault condition, in order to verify the
method.

The fault detection analysis technique is described in
Section 2, after which the algorithm is executed in Section 3.
Section 4 then explains the result analysis, then finally
Section 5 provides the conclusions.

II. GENERAL DESCRIPTION OF WAVELET TRANSFORMS
AND ARTIFICIAL NEURAL NETWORKS (ANNS)

A. Wavelet Transform

Conversion of wavelet has gained increased attention in
fault analysis because to its better capability in analysing
mobile waves in comparison to other techniques. Then,
transient wavelets are transformed into wavelets series which
are similar to a time zone signal casing a certain octave

frequency range which has a more comprehensive
information. For comprehensive calculation of the
coefficients it applies a 1D multi-level wavelet

decomposition scheme. The syntax is provided below.
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WT represents an effective device for time-frequency
domain signal analysis and a waveform which contains an
amount of zero and a finite period of time. Progressive WT is

described as:
(r j !
a

Whereby (t) represents the parent wavelet while s
represents the main signal.

a=2'b=k2',(j,k)ez’

c(a,b) = j s(t)——w (D
a

» Na

@

Whereby the wavelet level is represented by j, while
time, discretely is represented by k. C(a,b) represents a
coefficient which is the magnitude of similarity between the
main signal and the scaling mother wavelet. At all the level a
of processing, the simulation of coefficients of wavelet 4j
and Dj is as follows [6-8]:

D,(t)=2 c(j.k)¥ . (1) 3)
Kez

Y. (=272 ~k),jezkez @)

4;= ZD/ ®)

Jj>J

A, represents the main signal’s approximation, and D,
provides the signal’s details. As Figure 1 shows, the signals
passing via the two filters complement each other and are
known as high-pass decomposition g[n] and low-pass
decomposition h[n] whilst the signal convolution is explored
using the filter’s coefficients [9].

Level3

Coefficient
Coefficient

O

Coefficient

evel 1

Fig 1. The Discrete Wavelet Transform decomposition process

The high-frequency (HF) wavelets and low-frequency
(LF) coefficients are processed and then measured through
down-sampling of the outcome of the analysis of the wavelet
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multilevel mode, echoing the forementioned single
procedure, and the low-frequency coefficients disintegration
at all stages, in order for the signal to decompose through a
number of phases in the low part-compostable. Below is the
formula for determining the discrete x(n) of the signal’s
energy [10]:

E= i){z [i] (6)

whereby 7 represents the number of the signal samples.

B. Back-Propagation Neural Network (BPNN)

Naturally, the neural network is partitioned into two
sections: training and testing. Training refers to the process
of learning in the neural network system, that regulates the
mapping of the outputs and input values in order to attain the
suitable model, while the testing refers to the evaluation
process for the accuracy of the training process model. A
BPNN represents a well-trained network which ensures a
balance between its ability to give an accurate response to
the input patterns and its ability to identify the patterns
applied for training, that are identical to the patterns applied
during the training. Back-propagation training comprises of
the three steps below [11-13]:

e FEED FORWARD. In forward propagation, insert
the value (xi). Then each cell output (zj) of the
unseen layer will spread to the unseen layer, through
the activation function description, and hence,
producing the network output value (vk). Following,
is the comparison of the network output value (yk)
against the target value(zk). The difference tk — yk is
the error which has taken place. When this error is
below the tolerance limit, the iteration is prevented.
Nevertheless, when the error exceeds the tolerance
limit, each line’s weight in the network shall be
changed to lower the error.

e BACK-PROPAGATION. According to the error tk —
vk, the formulation factor ok (k =1, 2, ..., m) is
applied in order to assign the error in unit yk to each
unseen units, that will be linked directly to the yk.In
addition, Jk is applied to modify the line weight,
add directly associated to the output unit. Similarly,
the unseen layer is determined per cell within the dk
component for the underlying layer the primary
weight of all the modification, until the
determination of the input unit for every factor o.

e WEIGHT CHANGE. Following the determination,
the factor 6, with respect to the weight change for
the upper neurons depending on the line’s weight
factor O, all the lines” weight shall be modified as
well. For specific fault classification and detection
models, one applies the Mean Absolute Error
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(MAE). The suitable model should have the least
MAE values.

(N

whereby MAE represents the Mean Absolute Error, ek 1S
tk — ty, n represents the number of data, ¢k represents the
target, and yk represents the output.

III. PROPOSED ALGORITHM

This part outlines the fault detection techniques for wind
systems linked to the network, as:

Microgrid Simulation whereby we formed distinct faults
types. In the defective PCC state, we extracted the voltage
signal. Then, the signal was passed via a WT to achieve a
frequency analysis time for the identification of the fault
condition.

To find the decorrelation and mean we processed the
voltage signal. This represents the initial processing level.
Then data was minimised and filtered to acquire an
appropriate data redundancy. The key input data components
were obtained. The independent factor was determined with
respect to an iterative basis till we attained a fixed point.

From the matrix, we determined and generated the
independent components, s, and correlation matrix solution
W, of the symbol signal. The fault signal showed the use of
performance index, and when the index was more than the
threshold value, a fault was detected.

Figure 2 shows the suggested single-wire transmission
line fault classification and detection of the algorithm design
process.

In order to obtain information of the transient signal in
the frequency and time domains, DWT analyses the input
signal. In the recommended algorithm, a 'Db4' mother
wavelet is applied to extract DWT coefficients for varying
fault classification types.

The BPNN training input comprises of information on
the wavelet energy and wavelet coefficients. We should bear
in mind the composition of varying fault situations and the
importance of generating a training pattern via simulation of
different fault types for a single circuit transmission line.
Thus, we can identify the fault location, fault types, initial
failure, and fault resistance.

For a specific application one should select the suitable
BPNN structure and topology. In the recommended scheme,
varying architectures have been put into consideration. In
this research, the input set applied was 12 output current
signal samples for one circuit transmission line. Considering
two hidden layers, the number of neurons differs with the
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hidden layers(1)=10, the hidden (2)=20 findings and the
output set 4, as Figure 2 shows.

TRANSFORMATION

DISCRETE WAVELET

HIDDEN
LAYER2

Fig 2. The proposed DWT-BPNN architecture

In this research, we applied MATLAB/Simulink for the
detection of the internal faults. The subsequent power supply
system has a three-phase, 25-kV, 50-Hz power supply and
10-km transmission line as well as a 47-MVA transformer
linked to the "Y-Y" and an inductive load as Figure 3 shows.

E

o wind (mis) P1_3 (MW)
oo | P13 (MW)
25 kW) Wind
. . ¢ '-] BJ Qb Q1_3 {Mvar)
oAy als ..I.. ..l i — % ..I I8 B =
N.@tn BT | %% 1 - ‘%E‘ b w3 ) s
clo—alc T jo—af} cYd Dt f—lc c f—eco s =2
120 KV 00MVA  B120 120 Rvias kv 825 30 km line 25KV 575 V p—= ekt 3 (o) 3 den)
o XO0IX1=3 (120 KV) 47 MVA (25 kv) 10 MVA1 h . ‘
-+ B575.3  jnguetion Generator Type | Wind Turbines
{15y) Data acquisition
<a u
Three-Phase Grounding
Parallel RLC Load2 Transformer

3.30hms

ifpe—ajita—a N\;,e

Fig 3. Single line diagram for a smart grid connected to the utility grid

This relay’s varying performance diagram is provided
with respect to the flowchart. The WT process starts with the
input current, which exceeds the threshold value, as indicated
in Figure 4.

Figure 4 represents the manner in which a person can use
the correlation factor CFm to identify the fault type, whereby
the element m = 1, while 2 is the phase number. Fnm
represents a filter, whereby n = 1, while 2 represents the
length per filter and Min represents the least value of every
filter Fnm. Computation of each phase is as shown below:

A, =min(CF,) (7)
4,, =min(CF,) ®)
A, =min(CF,,) )
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SO

Ay =min(CF,)
Ay =min(CF,;)
A =min(CF,)

S, = abs(4,)+abs(4,;)
S, =abs(4,,)+abs(4,)
S§; =abs(4,;)+abs(4,,)

v

| 0= sum(s,.5,.5,) |

Fig 4. Relay option flowchart

The sum signal energy is described as:

S, = abs(4,,)+abs(4,,) (10)
S, =abs(A,,)+abs(4,) (11)
S, =abs(A,)+abs(4,,) (12)

The Q parameter is described as:
stum(Sl,Sz,S3) (13)

When the value of Q exceeds 1, then internal fault is
detected.

IV. SIMULATION RESULTS

This part outlines the findings of detection and the
respective discussion of the system of grid-connected wind
farms. The simulation of the electrical system was conducted
in MATLAB/Simulink, with a 2 kHz sampling frequency.
For LG faults case, at the common coupling point the fault
was eliminated from the network through the WT signal. WT
was used to process the signal, in accordance to the instant of
the fault utilising a high-pass and low-pass series of filters to
detect faults. Figures 57 represents the findings for voltage
signals with detection. These outcomes confirmed clearly
that WT correctly detected the occurrence of prompt fault.
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In an external fault situation, the differential relay was
not applicable, and in the external fault condition the relay
output was zero. In the case of internal fault, at t = 0.25 s, the
relay accurately opened the breaker in less than 0.05 s. The
fault close to the coupling point matches with the voltage
signal in the frequency changes and operating conditions.
The yield index simulation acquired showed that the failure
started at arround 0.05 s and its detection was through the
instantaneous rise in index values. Prior to the fault, it was
identified that the value was nearly zero. Once the failure
takes place, the value rises immediately, and on setting the
threshold value, it then can be detected. However, in such a
situation, the threshold value was not set instead, we
conducted an evaluation of the defective situation with
respect to immediate growth. Figure 1. Represent the action
taken to identify the fault through the application of a
correlation component, after which the opening command
was provided to the breaker, Figure 8 shows the relay’s
performance.
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Fig. 8. Relay output and Q status. Delay time = 0.05 s; Fault time = 0.25 s

V. CONCLUSIONS

Currently, a better part of the world has resorted to the
utilization of renewable energies for the electricity
generation because of the growth in pollution problems,
technological advancements and such renewable energies
should be linked to the electricity network in what is now
referred to as a smart grid. The smart grids represent the
future of the electricity transmission and distribution in this
new century. They depend greatly on utilising renewable
energy resources, optimizing the application of the produced
electricity, lowering the energy production cost, offering
alternatives in purchasing of electricity, and involving
consumers as part of the process of electricity generation.
This research shows a new technique of evading
malfunctioning of differential protection relays through
transient fault currents. Moreover, it can be applied as an
appropriate relay for smart grid applications in relays which
are believed to operate properly in MATLAB/Simulink
within the test systems. The designed relays display good
performance speed for the protection of the bus-bars, hence,
they are essential. The maximum fault recognition time is <
10 ms and applies for distinct fault types.

This article outlines the application of fault detection
through WT and also independent components analysis. The
voltage signals considered in the PCC were processed in
varying operation scenarios and faults under the above
methods. It was confirmed that the WT had the ability to
detect a fault suddenly with high accuracy. Nevertheless, in
some conditions, we could not differentiate between the
cases because of the frequency shifts. Thus, through the
application of all operating programs, we can detect the fault
accurately.
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Abstract—Object oriented design mainly involves construction
of structural and behavioral models of a system informed by
the specification. Mature work exists, example, Model Driven
Development (MDD) and Domain Specific Language (DSL) to
demonstrate the efficacy of deriving application code from
designs. However, automated derivation of designs from
specifications remains a challenge. Two key motivations for a
seamless derivation of designs from specifications is
traceability between phases and reduced development effort.
Works in this area have mainly revolved around construction
of formal specifications that are amenable to execution by a
machine. In this paper, we present an intermediate weaving
model which provides a means for incorporating design
thinking and semi-automatic construction of a design model
from the specification. Our work also involves the use of
Natural Language Processing (NPL) to perform textual
analysis of the specification, the output of which forms the
basis of the weaving model.

Keywords—Analysis class model, design class model, Natural
Language Processing, Requirements specification, Unified
Modeling Language, Use Case Description.

I. INTRODUCTION

Software development is a complex task that is carried
out in different phases. Hence, there is high possibility of
missing information while transiting from one phase to
another [1]. The phases are Requirements analysis, design,
and implementation [2]. While developing software, models
of the system are created and each of these models are
expressed, or placed in certain information space; in which
an output of each model may be an input to the next model
or set of models. Hence, there is need to fill any gap between
these transitions to avoid information loss.

Analyzing software requirements, constructing analysis
and design models from the requirements could be complex
which often requires tool support. Errors that occurred during
this process when discovered in later phases of development
could be expensive to fix [3]. In the analysis phase, systems
analyst gather requirements from client, which are
documented in natural language format. The document is
used for communication between different stakeholders of
the system being developed [4]. The use of Natural
Language (NL) can be said to be useful at this stage.
However, requirements specification in NL are often

ambiguous, lack consistency, and can be incomplete [5]. In
addition, other factors such as social, psychological, or
geographical can influence understanding and interpretation
of the requirements specified in Natural Language [5].

Therefore, in this paper, an intermediate weaving model
is presented that provides a means for incorporating design
thinking and semi-automatic construction of a design model
from the specification.

II. BACKGROUND

In our previous paper [11] we described a method for
visual prototyping of specifications as a means to validation,
a state-based method for enacting use case specifications was
described. We argued that, enactable specifications, due to
their visual nature provide cognition cues to stakeholders that
enable the teasing out tacit issues about the problem domain.
We have since started considering the efficacy of deriving
useful design models from the validated specification. In our
initial work, we considered the Rational Unified Process
(RUP) proposition that it is feasible to derive structural
models (especially, class models) from specifications. The
proposition argues that textual analysis in which nouns and
verbs are obtained from the specification can lead to classes
(nouns) and methods (verbs) from the specification.
However, this direct derivation results in a trivial class
model. This paper proposed an approach to support the
construction of a useful design model from the specification.
Our work involves the use of natural language processing
coupled with an intermediate weaving model between the
specification and design phase.

III. PROBLEM DESCRIPTION

Requirement specifications are often used to identify
objects, attributes, behaviors, and relationship among
objects. These specifications if not adequately captured may
always lead to missing information. Furthermore, proper
communication among stakeholders is a key to success of
any software development project [4]. In the specifications
phase, software requirements are specified and documented
in NL, and these requirements serve as reference point for
the rest of object-oriented software engineering activities.
The next phase after specifications is the design phase, in
which initial system models are developed from the textual
specifications document. As easy as it may sound, this

Page |120



transition is however a very complex yet the most important
task, as error made during this transition is costly and will
affect the entire development process. Additionally, this
transition is error prone due to the inconsistent and
ambiguous nature of NL, and due to the varying skills of
software analysts and designers, their understanding of
domain knowledge as well as mapping process; different
analysts and designers tend to derive different design models
from same requirements document [1]. This problem may
even get worse when the design models needs to go along
with the changing requirements. Hence, a tool support for
automating this transition process is highly desirable to fill
this gap.

IV. RELATED WORK

Several attempts have been made to automate the process
of generating different design models from requirements
written in NL, for instance Agile Modeling (AM) is a tool
developed to support business architecture, domain object
modeling, and Object-Oriented Design (OOD) [6]. It
provides tools for automatic  Class-Responsibility
Collaboration (CRC) cards approach, which follows
stakeholder participation approach. A drawback with this,
there is need for breakdown of the specifications to a more
atomic statement. This approach proposes that statements
should be made appropriate for specific requirements such as
business rule, use cases, or user story which makes it domain
dependent.

A tool is proposed in [5] that support developers in semi-
automatic generation of UML models from normalized
natural language requirements. The approach focuses on
generating use case diagram, followed by conceptual model
and collaboration diagram for each use case. The approach
then generates collaboration diagram for each use case from
which consolidated design class model was generated. This
approach is quite similar to the proposed approach.

A tool named Natural Language Object-Oriented
Production System (NL-OOPS) is proposed in [7]. NL-
OOPS is aimed at generating Object-Oriented Analysis
(OOA) model from NL requirement documents. Their
approach is based on core Natural Language Processing
System (NPLS), Large-scale Object-based Linguistic
Interactor Translator Analyzer (LOLITA). LOLITA has a
knowledge base named Semantic Net (SemNet), which
stores knowledge that can be accessed, extended, or
modified. NL-OOPS follows Noun-Phrase approach in
identifying classes, attributes and associate classes using
links, which is used to construct OOA model. Although the
approach is quite essential, some major drawbacks are
identified.

CM-builder [1] is another tool that support OO analysis
stage of software development. It uses NLP techniques in
analyzing requirements document written in English
language. The approach involves several stages of text
processing by the NLP module that includes; lexical
preprocessing, morphological analysis, parsing, as well as
discourse analysis, which produce the final discourse model.
CM-Builder generates the analysis model in CASE Data
Interchange Format (CDIF), which can be visualized in
Unified Modelling Language (UML) tool.
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TRAM [8] is a tool proposed to automate construction of
analysis model from natural language requirements. The
approach uses conceptual patterns known as Semantic Object
Models (SOMs) to capture meanings of commonly used
concepts and relationships in software requirements. TRAM
uses NL parser to process the requirements document and
build intermediary SOMs as means of filling a gap between
natural language requirements and analysis class model,
which are mapped into corresponding class diagrams. The
approach uses action type to uniquely identify each SOM by
categorizing types into nine categories, which are; Change,
possession, motion, creation, selling, giving, owning, buying,
and issuing.

A tool named RM2PT is proposed in [9] that is aimed at
automatic generation of prototype from requirements model.
Their approach supports requirements modeling and
analysis, automated prototype generation, requirements
validation and evolution.

An approach is proposed in [10] to address inconsistency
problem that is found in between process models and natural
language requirements. The proposed method consists of
process model-based procedure for capturing execution-
related data in the requirements models, then uses algorithms
that take these models as input for generating natural
language requirements.

Another approach in [11] uses ontology for constructing
business process model in semi-formal language (BPMN).
Their study deals with auto-generated requirements
specification document from semi-formal modeling.
Requirements ontology are used as input, and mapped using
a rule-based method to BPMN elements, from which XML
format of the BPMN are automatically generated.

The reviewed literatures above have made attempts to
automate the process of generating design models from
requirements. However, a number of limitations were
observed which make room for improvements. For example,
the domain object modeling and object-Oriented Design
(OOD) [6] may require further breakdown of the
specifications to more atomic statement for easy translation.
While, a tool proposed in [5] depend massively on human
intervention for refinement of UML elements. Similarly, the
generated CDIF out by CM-builder [1] requires further
refinement by another CASE tool, as there is high possibility
of omission and errors in the model. NL-OOPS [7] on the
other hand, has essential approach, however, it lacks
accuracy contrasting between objects and attributes, the
approach also has issues addressing ambiguity and
inconsistencies that can be found in requirements document.

The method proposed in this paper provides syntactic
construction rules for writing use case specifications, which
are analyzed using strong NLP tool, which is a tool
developed by Stanford NLP Group [12]. This will be used
for the extraction of part-of-speech in each sentence within
the use case scenario. While, a weaving model is derived
from the scenario following some proposed predefined rules
that provides relevant elements for constructing design class
model for each use case. A weaving model is an
intermediary model to avoid direct derivation of class model
from requirements specification. This will address the
ambiguity and inconsistency of natural language. The
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proposed method will also make clear separation between
object classes, methods of a class and attributes, which will
address intensive user intervention in identifying these
elements.

V. OVERVIEW OF THE APPROACH

The approach is based on predefined rules for
constructing use case specifications, which will be used as an
input to the prototype system. The use case specifications are
analyzed using strong NLP tools, namely Stanford parser,
and following certain rules in extracting part-of-speech for
each sentence in the flow of events. For identification of
design elements from the use case model, an interaction
model, sequence diagram is generated for each use case as a
weaving model that is used to capture the dynamic behavior
of the system, from which design class model can be
generated.

Use Case Description Syntactic Rule

Considering the ambiguous nature of requirements
specifications written in natural language format, it can be
challenging to extract relevant information for construction
of class model. Some of the complexities are mapping class
elements to the appropriate class, identifying which class
relates to the other and the kind of relationship. These
challenges can also be due to limitations of NLP tools, their
inability of handling complex sentences and performing
syntactic reconstruction of the requirements written in NL
format. To overcome these complexities, the following
syntactic construction rules are proposed for writing the use
case description, which will be used as an input to the system
for textual analysis using NLP techniques.

1. For all flow of events, a simple sentence
should be used in the format,

Subject: Predicate
OR

Subject: Predicate: Object
For example,

The Worker resumes.

The Customer receives parcel.

2. The sentence should be in active voice form
rather than passive voice. This will enable the
parser identify verb between Subject and
Object as message sent.

For example,

The Worker gave parcel to Customer.
Where gave parcel can be identified as
message passed between Worker (Subject) and
Customer (Object).

3. Every object in the flow of events should be
written by its name rather than pronoun.

4. Same verb phrase should be used for same
action in different sentences in the flow of
events. For example,

System displays information of processing
customer.

AND
System shows allocation information.

il

«Components
NLPARSER

POS Tagged Sentences (Parse Tree)

«Component»
Class Model Analyzer
(©1a)

Use Case Description Document

Sequence Model (XML)

nnnnnnnnnn

: @ ﬂ
:

Fig. 1 Overall System Archicteture

The 2 sentences above are different, but perform same
action although with different verb phrase. Since the 2 verbs
means same thing, one should be used in the two sentences
throughout the flow of events.

Overall Description

The process starts with taking use case description
document as an input, which goes through several processing
stages, by several components to produce design class model
as depicted in the architecture in Fig. 1 and described in
subsections (i to iii).

1. NLP Parsing

In this processing stage, the wuse case
description document written with guidelines
proposed in section A are parsed using
Stanford parser. The parser assigned part-of-
speech (POS) tags to each word and token in
the use case description document, which is a
key to identification of different class model
elements. The POS tags being assigned
includes singular noun denoted as NN, plural
noun denoted as NNS, verb denoted as VB, and
adjective denoted as JJ.

ii.  POS Processing and Actor Extraction
for identification of candidate classes,
methods, and variables, a textual analysis is
performed on the tagged sentences produced
by previous stage. A noun-phrase approach is
followed using the following set of rules that
initially generates static aspect of class model:

R1: For each sentence in the flow of
events;
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If tagged word is found in a glossary of
system-specific keywords such as System,
Computer, and Windows, the word is
discarded.
R2: For each sentence in in the flow of
events;

If frequency of occurrence for a
tagged word is less than 2, the word is
disregarded.

R3: For each sentence in the flow of
events;
If tagged word is found in a glossary of
attributes-like words, such as name,
address, information, then the word is
regarded as attribute of a class.
R4: For each use case;
Both primary and secondary actors extracted
from actors’ field are candidate classes.
RS5: For each sentence in the flow of events;
If a word is tagged as a singular noun (NN) or
noun plural (NNS), and does not satisfy Rl to
R3, it is likely a candidate class.
R6: For each sentence in both basic and
alternative flow of event,
If a word is tagged as a verb, in its base form
(VB) or a verb, in past tense (VBD), it is
likely a candidate method of a class.
R7: For each sentence in the flow of
events
If a word is tagged as an adjective (JJ), it is likely
a candidate attribute of a class.

The rules proposed above produces analysis class model,
which represents static structure of a system, from which a
designer can further refine to reduce irrelevant classes and
class elements. However, this will only produce list of
classes, methods and attributes. It does not indicate how
classes relate to each other, which methods and attributes
belong to which class. The reason is that, use cases only
describe partial behavior of a system but does not reveal
internal structure of the system. Rather, it is used to capture
and document external requirements [13]. Hence, direct
derivation from use cases to class model is insufficient for
constructing reasonable software. To deviate from this
problem, a sequence diagram is constructed as a weaving
model for identification of design class elements from the
use cases. This is used to devise interactions between objects
of classes, described in section (iii).

iii. Dynamic Behavior with Sequence Diagram as
Weaving Model
In this stage of the process, each use case
description is parsed for extraction of actors,
objects that receives the action and action
performed from which sequence diagram can
be generated as a weaving model. The reason
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for generating weaving model is to fill the gap
between analysis model, which mainly
represents static structure of a system and
design model, which represents dynamic
behavior of objects for all classes in the class
model. Another reason is to identify
relationships  between classes; these are
achieved by identifying message passed
between interacting objects.

Sequence diagram is one of the UML diagrams that are used
to model interactive behavior of a system. Another diagram
is collaboration diagram, which basically has similar
objective with sequence diagram of capturing dynamic
behavior of a system, but from different perspective. In
addition to capturing dynamic behavior of a system,
interaction diagrams are used to describe message flow in a
system,; it is used to capture structural organization of system
objects, and to capture interaction among these objects. The
major difference between sequence and collaboration models
is that, collaboration diagram emphasizes on structural
organization between objects while sequence diagram
emphasizes on sequence of messages and time ordering. The
aim of generating sequence diagram, as a weaving model is
to capture events between interacting objects by identifying
initiator of the action as subject or actor, the receiver, and the
message passed between them as action. By converting use
cases into sequence diagram, objects in the analysis model
are identified together with their internal operations, which
represent internal implementation of behavioral model from
which design class model can be generated.

In general, each use case should have a sequence
diagram that can be generated with the following proposed
syntactic rules for identification of subject, object and action
or message passed.

Rule A: for each sentence in the flow of events of every use
case;
Rule A-1: If syntactic structure is in the form

Subject + Predicate + Object
If Subject is a Noun Phrase “NP”, Object is Noun
Phrase “NP” and Predicate is Verb Phrase “VP” in the form,
Noun0 + Verb + Nounl
Then, Noun0 is the Sender Object; Nounl is the
Receiver Object, and Verb is considered as Message passed
between Noun0O and Nounl.

Rule A-2: If syntactic structure is in the form
Subject: Predicate (without any
object)
If Subject is a Noun Phrase (NP), and Predicate is a
Verb Phrase (VP), denoted as
Noun0 + Verb
Then, NounO is considered as Receiver Object, and Verb is
considered as message passed.

Rule B: For each sentence in the flow of events;
If syntactic structure is in the form
Noun0 + Verb + Nounl
+ “of” +Noun2
Where Verb is transitive verb,
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Then, there is interaction between Noun0
and Noun2, in which NounO is the Sender Object; Noun2 is
the Receiver Object, and Verb+Nounl “concatenated” is
considered as Message passed between them.

Also, there is interaction between NounO
and Nounl, where NounO is the Sender and Nounl is the
Receiver Object with Verb as the message passed.

There is “Has A” relationship between
Nounl and Noun?2.

Rule C: For each sentence in the flow of events;
If syntactic structure is in the form
Noun0+Verb+Noun0+
“to/for/from” + Noun2

Where Verb is transitive verb,

Then, there is interaction between Noun0
and Noun2, in which NounO is the Sender Object; Noun2 is
the Receiver Object, and the message passed between Sender
and Receiver is Verb+Nounl “concatenated”.

Also, there is interaction between Noun0
and Nounl, with NounO as Sender and Nounl as Receiver,
where Verb is the message passed between sender and
receiver.

The proposed rules will be applied to all use cases, and
each use case will be realized by constructing its sequence
diagram (generated as xml) from which class model is
generated. NL parser generates parse tree for each sentence
in the use case scenario, which is used for identification of
objects and the message passed, in additional to the actors
extracted in previous stage.

VI. CONCLUSION

This paper provides a further understanding of Object-
Oriented Software Engineering (OOSE). The aim of the
paper was to propose a way to automate the process of
transition between analysis and design phases of Object-
Oriented Software Engineering, by automating design class
model generation from use case model. The paper proposed
syntactic construction rules for writing use case descriptions,
which can be processed using several NLP techniques. The
approach applies some proposed rules on pre-processed use
case description to generate sequence diagram as a weaver
between use case model and the design class model. The
weaving model will be use in identifying interacting objects
and how the objects relate to each other, as well as messages
passed between interacting objects. This helps in mapping
methods to its appropriate object’s class and relationships
among object classes. The future direction of this work is the
implementation of the proposed architecture. The
implementation will address practically the issues relating to
efficiency such as the redundancy in generating class
elements, Incompleteness, as well as ambiguity of natural
language in developing OOSE.
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Abstract—A Gantry crane system is commonly used for point
to point transportation as well as lowering and lifting of
payload. The use of cables for hosting of payload can lead to
natural swaying which makes it difficult to perform alignment,
fine positioning as well as detrimental to safe and efficient
operations. This paper presents a particle swarm optimization
(PSO) based linear quadratic regulator (LQR) controller; for
position and sway control of a double pendulum crane system.
The major problem of designing an LQR controller is that, the
Q and R parameter are obtained by trial and error which is
quiet laborious. This paper optimized Q and R parameters by
using PSO algorithm to obtain the best or optimal results.
Simulation studies were carried out on the double pendulum
nonlinear crane model which is created in MATLAB/Simulink
environment. The simulation results show the effectiveness of
the proposed controller in terms of reducing the trolley
position percentage overshoot, hook oscillation and payload
oscillation by 65%, 89.8% and 88.6% respectively.

Keywords—Double pendulum crane, position tracking, swing
suppression, LOR control, PSO

L INTRODUCTION

Over the years, the use of crane as a viable equipment for
the transportation of heavy loads and hazardous material in
industries, factories, construction sites and harbor among
others is well elucidated and appreciated. The choice of any
particular type of crane such as; overhead crane, gantry
crane, boom crane and tower cranes depend solely on its
application. Nevertheless, it has a common problem[1]. One
of its major challenges in industrial applications is the
payload oscillation during point-to-point movement of such
crane[2].

The general control objective desirable of an overhead
crane system is the fastness and accuracy of trolley’s
positioning, together with effective payload swing
suppression[3].
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Study shows that most control approach treats the
payload oscillation as a single pendulum without
consideration of the hook mass and additional cable as
worthy variables[4]. However, in practice, double pendulum
is used. Even at that, efficient and safe operation of the
crane system is paramount, thus a system with fast and
accurate positioning with minimum hook and payload sway
is most desirable for increased industrial productivity, as
well as enhanced safety of operation. Dynamic of a double
pendulum crane system is so complicated that its control
design is very tasking and interesting. The double pendulum
crane (DPC) system is an under actuated non-linear system,
this implies that a single control input (trolley force) is
required to achieve three control variables task of; (trolley
position, hook and payload oscillation angles)[5].

Research into DPC system is dated back to 1998[4].
Thereafter, it has increasingly become an area of interest for
researchers and numerous control techniques for DPC
system are explored. Interestingly, these efforts are
becoming an attractive benchmark and they involve delayed
feedback control[4], decoupling control[6], wave-based
control[7], passivity—based control[8], sliding mode
control[9] and vibration control[10]. In [2] acceleration
profile was generated for DPC system maneuvers involving
hosting using an iterative learning control. However, the
measurement of the payload oscillation was not discussed.
Other work includes energy based control[11], super
twisting based control[12], online motion planning[13]. In
[14] and [15] time-optimal trajectory planning strategy with
swing suppression was proposed. In[16], LMI based control
technique was used on the DPC system which did not only
solve the problems of having to use more than one
controller but have a better performance response. However,
it involves the use of complex mathematics. More so, in
[17] adaptive control method was suggested for the DPC
system which successfully suppressed the maximum hook
and payload oscillation with less maximum control force
and lower transportation time. Nevertheless, all these
control methods involve rigorous mathematical analysis.
GA tuned PID for DPC systems is used in[18]. Reference
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[5] and [19] proposed a PSO tuned PID control method for
the DPC system, this method successfully tracked the
position but took longer time for the sway angles to settle
and also many controllers are used. Reference [20] used
new time domain performance criterion PSO tuned PID-PD
for the DPC system, the controllers are effective in moving
the overhead crane as fast as possible without any steady
state error with low load oscillation however, many
controllers are used.

In this paper, a PSO based parameter optimization (Q and
R) of an LQR controller was designed and implemented via
simulation for position and swing suppression of the DPC
system. To be precise, the parameters of the controller; Q
and R are tuned using PSO.

The rest of the paper is organized such that: section 2
describes the dynamic model of the DPC system, while
section 3 describes the PSO algorithms for tuning the LQR
parameters, and section 4 details the LQR control scheme.
Furthermore, Section 5 presents the simulation results while
the conclusion is enumerated at section 6.

II.  Double-Pendulum Crane Dynamic Model

DPC consists of a three independent generalized
coordinates: the trolleys position, the hook angle and the
payload angle as shown in Fig. 1:

Trolley

Fig. 1: Double Pendulum Crane System[7]

The parameters and variables of the DPC are shown in table
1[7].

Table 1: Double Pendulum Crane parameters

Parameter Value Unit
Trolley mass (m) 6.5 kg
Mass of hook (m ) 2.0 kg
Mass of payload (m;) | 0.6 kg
Cable length from | 0.53 m
trolley to hook (1)

Cable length from | 0.4 m

hook to payload (1)

Gravitational 9.8 m/s’
constant (g)

Trolley position (x) m
Hook angle (0,) rad
Payload angle(0,) rad

The dynamics of the DPC is represented using (1) — (3)
below [6]:
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The equations of motion are linearized around the
equilibrium point by the use of Taylor series expansion, and
similarly the following assumptions are worthy of note:
f; =8, = 0. Hence sinfy =#; and sinfly, = &, and
cosf; = cosf; = 1and also cos{ #; — &, = 1 then;
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Applying the parameters in table 1, the state space
description of the system can be obtained as

¥=Ax + BU (7
y=Cx @®)
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III.  Particle Swarms Optimization (PSO)

The idea of PSO was first introduced by Resell Eberhart
and James Kennedy in 1995 [21], and it was infused by
social behavior of birds flocking and fish schooling[5]. Each
individual within the swarm is delineated by a particle in
search space. The particle has one assigned vector, which
determines the next movement of the particle called the
velocity vector[22]. The PSO algorithm is initiated with
position being randomly initialized, such that individual
particle moves through a multidimensional search
space[23]. Each of the particles placed in the problem space
has a fitness value evaluated by an objective function to be
optimized at its current location. For every iteration, the
particles in a local neighborhood share memories of their
best visited position[24]. Then it uses these memories to
adjust their own velocities and position according to (9) and
(10).

Vit + 1) = wVi() + €1, (Pros — x:080)) +
C20; (3355[ - x:(t})
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x(t+1) =x() + vt + 1) 0000
0ooo

For each particle, its previous best position is used to
obtain the best fitness position. The position is called
personal best position; “Pbest” and the fitness value for this
position is then stored[25]. The PSO algorithm also tracks
the best position achieved by the individual particle in the
swarm. This value is called global best position; “gbest”.
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In this paper, the PSO technique is used to determine the
most optimum weighting values for Q and R of the
controller to minimize the sway angle of the hook and
payload as well as to track the position of the cart. Q and R
are the entries that form the particles in the PSO algorithm
and are chosen to be diagonal matrices with positive real
elements. The fitness value used in this paper is calculated
based on the integral of square error (ISE) between the
desired and actual value of the state to be controlled as
presented in (11).

-

I-S'E =E[}ngsirad - }Fﬂctuﬂlji
(11)

The particle with the minimum ISE value of all
the particles is then chosen as the global best
“gbest”.

IV.  Controller Design

This section describes in details the design of
the control strategies for the state feedback LQR
controller for the DPC system

A.  State feedback LQR controller

This type of controller uses linear model of a system in
state space form to estimate the controller gain.

The purpose of the controller is to minimize the cost
function:

J= jﬁrf(xl"@x+ uT Ru)dt (12)

Where: Q and R are positive definite or positive semi
definite, real and symmetric matrices[25].

K =R™BTP of the
1 = —kx(t)is obtained by solving the algebraic Riccati

The gain control  law

equation shown in (13):
ATP+PA+PEBRBTP+ Q=0 (13)

The selection of the optimal values of Q and R was done
by PSO and were found to be

Q =
diog (62,6606 3.2370 18.5614 36,795 76.3446 35.6301)
, B = 0,03 and the controller gain & = [k,—k;] is computed
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using LQR MATLAB command K = lg» (4. E.Q.R) and
the gain were:

k, = [524306 57.1565 - 318.6918 — 29.9244 119.3803

K, = 202012

B. Proposed LQR control scheme

To reduce steady stated error integral action is
added to the system as shown in Fig. 2. The
constant gain Ki was used as pre-compensator.

":amaws teda |
to Degrees
>3 X
[——0—"{1] =
S : =
Consant Inlegrator =
ki —
> >
5] Redons  Them2
PIE] 1o Degreest

Fig. 2: LQR control scheme for overhead crane
system.

V. Simulation Results and discussion

The performance of the proposed controller was
investigated via simulations in Simulink. The
simulation results were compared with those from
the work in [5] which uses a combination of three
Proportional Integral Derivative (PID) controllers.
The parameters of the PID controllers are given in
Table 2. The robustness of the proposed controller
was investigated with respect to reference input
tracking and payload variation.

Table 2: PID ControllerParameters[5]

PID controllers Parameters | Values
PID1 ( for Trolley | Kp 19.7443
position) Ki 0.0046

Kd 15.9720
PID2 ( for hook | Kp 0.9709
oscillation) Ki 29.5439
— 21.3701] Kd 7.2471
PID2 ( for | Kp 0.6627
payload Ki 1.5400
oscillation) Kd 0.1484

A. Tracking performance

The simulation was carried out with the desired
trolley position of 0.6m and 1.0m and a swing
angle of @°for both the hook and payload.

Case I: For reference step input of 0.6m, the
position, hook, payload response and control
signal are shown in Fig. 3 through Fig. 6.
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Both controllers tracked the trolley position as
well as the swing angle as shown in the figures
above. From Fig. 3 it can be seen that; the
proposed controller settled the trolley position in
2.3816 seconds with an overshoot of 2.0465%
whereas the PID controller settled the trolley
position in 4.0032 seconds with an overshoot of
5.3417%.The proposed controller damped out the
hook oscillation in 5.6849 seconds with a peak
swing angle of 1.0853° whereas the PID
controller damped out the hook oscillation in
7.8155 seconds with a peak swing angle of
6.0319° as shown in Fig. 4. The proposed
controller damped out the payload oscillation in
5.5812 seconds with a maximum swing angle of
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1.2470% whereas the PID controller damped out
the payload oscillation in 8.3495 seconds with a
maximum swing angle of 11.9157% as shown in
Fig. 5. From Fig. 6, it can be seen that the initial
control input required by the PID control scheme
is higher when compared with that required by the
proposed controller. Table 3 summarizes the
simulation results.

Table 3: Results comparison for 0.6m step
reference input
Controllers PID Proposed
Trolley Overshoot 5.3417 | 2.0465
position (%)
Settling 4.0032 | 2.3816
time(s)
Hook B max (deg) | 6.0319 | 1.0853
oscillation | Settling 7.8155 | 5.6849
time(s)
Payload Oomae(deg) | 11.9157 | 1.2470
oscillation | Settling 8.3495 | 5.5812
time(s)

Case II: For reference step input of 1.0m, the
responses are shown in the Fig. 7 through Fig 10.
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Fig. 7: Trolley position
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Increasing the step reference input from 0.6m to
1.0m, with the proposed controller; the settling
time for the trolley’s position increases from
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2.3816 to 2.3875 seconds, the overshoot also
increases from 2.0465% to 2.0608%, while the
PID controller’s settling time increases from
4.0032 seconds to 4.0038 seconds, and the
overshoot decreases from 5.3417% to 5.3319% as
shown in Fig. 7. The proposed controller’s hook
oscillation damping time increases from 5.6847
seconds to 5.6849 seconds with a peak swing
angle of 1.0853% whereas the PID controller’s
damping time of the hook oscillation increases
from 7.8155 seconds to 7.8187 seconds with a
peak swing angle of hook increases from 6.0319°
to 10.0515% as shown in Fig. 8.The proposed
controller damped out the payload oscillation in
5.5815 seconds with a maximum swing angle of
2.0782° whereas using PID, the oscillation
damping time of the payload increases from
8.3495 seconds to 8.3715 seconds with the peak
angle increasing from 11.9157° to 20.0148" as
shown in Fig. 9. From Fig. 10, it can be seen that
the initial control input required by the PID
control scheme is higher than that required by the
proposed controller. Table 4 summarizes the
simulation results.

Table 4: Results comparison for 1m step reference
input

Controllers PID Proposed
Trolley Overshoot 5.3319 | 2.0608
position (%)
Settling 4.0038 | 2.3875
time(s)
Hook By (deg) | 10.0515 | 1.0853
oscillation | Settling 7.8187 | 5.6849
time(s)
Payload B0 (deg) | 20.0148 | 2.0782
oscillation | Settling 8.3715 | 5.5815
time(s)

B. Payload variation effect

The robustness of the proposed controller is
validated with payload variation and the result is
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compared with that obtained from the PID control
scheme. The simulation was carried out with the
payload mass doubled. Fig. 11 through 14 show
the simulation results.
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An attempt to double the payload and setting a
reference step input of 0.6m. The proposed
controller shows that; the settling time for
trolley’s position increases from 2.3816 seconds
to 3.6438 seconds and the overshoot increases
from 2.0465% to 2.9169% whereas, using the PID
controller; the settling time remains as 4.0032
seconds, but the overshoot increases from
5.3417% to 5.3672% as shown in Fig. 11. With
the proposed controller, the damping time of the
hook’s oscillation reduces from 5.6849 seconds to
5.5240 seconds and maximum swing angle
reduces from 1.0853% to 1.0650°. Whereas with
the PID controller oscillation damping time
reduces from 5.3417 seconds to 5.3315 seconds
and the peak swing angle reduces from 6.0319°
to 5.3852° as shown in Fig. 12. With the
proposed controller, the damping time for the
payload’s oscillation increases from 5.5812
seconds to 5.9353 seconds and the maximum
swing angle reduces from 1.2470° to 1.1492°
whereas with the PID controller, the payload’s
oscillation reduces from 8.3495 seconds to 6.4139
seconds and the maximum swing angle reduces
from 11.9157° to 9.5508° too as shown in Fig.
13. Fig. 14 shows the control input under the
proposed controller condition; this shows that the
initial control input required by the PID control
scheme is higher when compared to that required
by the proposed controller. Table 5 summarizes
the simulation results under this condition.
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Table 5: Results comparison for 0.6m step reference input
with payload double

Controllers PID Proposed
Trolley position | Overshoot (%) 5.3672 | 2.9169
Settling time(s) 4.0032 | 3.6438
Hook oscillation | By g, deg) 5.3852 | 1.0650
Settling time(s) 5.3315 | 5.5240
Payload Brmax (dEg) 9.5508 | 1.1492
oscillation Settling time(s) 6.4139 | 5.9353

VI. Conclusion

PSO is a robust, simple and very efficient optimization
algorithm. In this paper, the optimization of the weighted
matrix of the LQR controller was done with PSO, which
avoided the choice of the matrices Q and R by trial error.
When the optimal LQR controller of the double pendulum
crane system was devised, researches and results show that
optimization of the LQR controller with PSO has an efficient
and satisfactory control effects that are feasible, universal
and practical. The proposed method overcomes the
shortcomings of the weighted matrices selection difficulty.
Also, the simulation results show that meta-heuristic
technique illustrates best performance in terms of the
effectiveness of the trolley’s movement to achieve the
desired position with low hook and payload oscillation as
compared to a conventional PID controller. Consequently,
the proposed controller will be beneficial to many industrial
applications when adopted and implemented. Hence it will
enhance several production factors such as; economic
priorities, safety, reliability as well as speed.
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Abstract—This study was carried out to identify the
problems and prospects of the Internet of Things to the
automobile industry in Nigeria. Two research questions
were answered. The descriptive survey design was employed
and the target population was made up of experts in
Automobile Technology and Information and
Communication Technology (ICT). The instrument used for
data collection was a structured questionnaire. The
questionnaire was subjected to face and content validation
by five experts; 2 in Automobile Technology and 3 in
Computer/ Cyber Security. Cronbach Alpha was used to
determine the reliability coefficient of the questionnaire and
it was found to be 0.87. The data collected from the
respondents we r e analyzed using mean. The findings
on the problems of IoT to the automobile industry in
Nigeria include among others security, availability and
stability of internet network service. The Findings related
to the prospects of IoT in the automobile industry in
Nigeria include among others, IoT connects and adds
security to the vehicles, it also turns a vehicle into a hub of
infotainment. Based on the findings, it was recommended
among others that the government should provide
financial support to strengthen data confidentiality,
availability and stability of Internet network service.

Keywords— Automobile Industry, Internet of Things,
Innovation and Technology, Problems and Prospects

L INTRODUCTION

The automobile industry is a corporation that
involves in the manufacture and overhaul of motorized
vehicles together with nearly all components in the motor
vehicle, such as the engines and bodies but debar of
among others, batteries and fuel. The industry’s
prime wares are lightweight trucks, pickups, traveller
vehicles, vans as well as Sports Utility Vehicles
(SUV). Since the days of cart and horse, people have
happily possessed and passionately cared for their
automobiles. Despite that, technologies such as
smartphone, Internet, wireless and cellular
communication is softening the impact of the bonds as
it widens the frontiers of chances to an unending supply
of conveniences and services. Individuals and enterprises
alike are adopting the digital innovation, deploying
mobile interactive devices to liaise, make choices and
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smooth the way for purchases [1].

The automotive industry has been around for quite
some time and it has developed ever since, but the major
shift that is on nowadays from vehicles driven by humans
(dependent) to autonomous vehicles (driven by
themselves) will keep on taking part in a significant
function as transportation changes on a global scale.
Today's automobiles have exploded thanks to IoT in two
ways, these include, embedded and tethered. The
former utilizes a built-in antenna and chipset while the
latter use hardware to enable drivers to interface with
their automobiles using smart/ cell phones [2].
Moreover, application integration is  becoming
commonplace in today's automobiles, Google Maps
and other route devices have started to supplement
works in the Global Position System (GPS)
frameworks. For example, GasBuddy demonstrates
where the driver can locate fuel in their local area. The
industry is on the threshold of change to change to the
self-driving automobile industry and the impulsive force
behind this is the Internet of Things (IoT). As
technology is becoming apparent as a result of swift
development in the contemporary wireless
telecommunication, IoT has been given a lot of attention
and is presumed to promote good to the automobile
industry. Though the prevalent use of IoT in the
automobile industry is so far in its early stage with the
origination of 4G and 5G networks, the demographic,
market and digital trends are coming together to
transform the automotive industry to expedite swift
transmission and processing of assorted data [3].

IoT is one of the leading trends that influence the
evolution of  Information and Communication
Technologies (ICT) by connecting "everything" such as
data, people, things and process to the Internet. [4] stated
IoT is a turbulent technology where the cyber world run
into the physical world. Therefore, IoT is an independent
communication between non-living objects to profit
human beings. As an emerging paradigm, IoT comes
together with three principal innovations namely, things
(the objects to trace, things-oriented vision), networking
(the linking of the objects to the Internet and connection
between the objects, Internet-oriented vision) and
representation (the portrayal of the objects on the Internet,
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semantic-oriented vision). IoT also links automobile parts
and services, machines, people and vehicles to smooth-
running the flow of data, permit real-time judgment and
ameliorate automotive experiences [3].

In the automobile industry, the “things” in IoT
may well be any objects that require to be tracked in
practice, for example, products in inventory and cars on
road. The “things” also focus on the three basic attributes
to be recognizable, able to interact and smart [3]. To
encapsulate these attributes, several technologies such as
Radio Frequency Identification (RFID) tags and two-
dimensional (2D) bar code has been put to use to
distinctively identify the statuses such as movement,
temperature and location of an object [3]. Sensors fused
with communication technologies such as Wireless Sensor
Networks (WSN) and RFID Sensor Networks (RSN) can
also be employed to trace the state of an object and
transfer the data to the Internet.

Manufacturers in the automobile industry such as
Honda pioneer the RFID to control the demand chain.
CarMax, the monumental automotive retail merchant
within the U.S. attaches RFID tags to every vehicle
therefore on track the life cycle of a vehicle from
buy-in to overhaul and finally to the retail/auction [5].
Similarly, BMW has embraced the intelligent-Drive
(iDrive) as an intelligent informatics system that uses
assorted tags and sensors. The iDrive supports the
environment information and driving data to aid drivers to
make an instantaneous judgement while driving on the
road. With an integrated GPS, the iDrive tracks the road
condition and vehicle location to give driving routes.
For instance, If there is a theft of a BMW car, the owner
could locate through the BMW tracking system the stolen
car. Furthermore, other leading automobile manufacturers
such as General Motors, Ford and Toyota also make use
of the GM OnStar, Ford SYNC and Toyota G-Book
respectively in their recently released models in the
market.

The services in the automobile industry ordinarily
include sales, marketing, overhauling and recycling of
used automobile parts. Through the TIoT, the
merchandiser-ship is susceptible to track car usage and
examine end-user choice in addition to the life cycle to
heighten the efficiency and enhance end-user satisfaction
[6]. The preceding modality breaks the "normal" pattern
to change the automobile services to:

1. Product innovation: this involves the
improvement or development of an existing or
new product

2. Process innovation: this involves the

enhancement of practices used in creating the
product.

3. Position innovation: this involves a product
that is re-positioned in a transformed condition.

4. Paradigm innovation: this involves the substantial
revamping the operation that demands an
adjustment in company worth and dominance
constitution.

For a respective class above, novelty can stretch out
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to duo distinct degree, these include the ‘Do better’ and
‘Do different’; the former deals with continuous ground-
breaking activities on the same path while that latter
deals with the change that transform the actual function
activities. In the automobile services, the transformation
includes the following types of innovation:
product/service, process and paradigm innovation. The
innovation may stretch out to independent levels at a
separate time frame. IoT, which are demanding new
technology, is weird to the African continent and Nigeria
in particular. This is borne out of the fact that Nigeria is
deficient of the basic Information Technology (IT)
infrastructure demands such as stable electrical energy
and meagre internet connectivity service for the
successful taking up of the technology, therefore, this
study intended to address the following:

1. What are the problems of IoT to the Automobile

industry in Nigeria?

2. What are the prospects of IoT to the Automobile
industry in Nigeria?

II. METHODOLOGY

A descriptive survey was selected to identify the
problems and prospects IoT to the automobile industry
in the Federal Capital Territory (FCT) Abuja, Nigeria.
FCT Abuja was purposely chosen due to the presence of
high traffic flux and its strong internet network. The
aimed population was 218 respondents, consisting of 145
experts in Automobile Technology in Apo and 73
experts in ICT in Zone 3 Plaza, Neighbourhood centre
respectively. Since the population is of manageable size,
the entire population was studied; hence no sampling
technique was utilized for the study. The instrument used
for the data collection was a structured questionnaire
which comprises twenty-one (21) items. These include
fourteen (14) items dealing with the problems of IoT to
the Automobile industry in Nigeria and seven (7) items
dealing with the prospects of IoT to the Automobile
industry in Nigeria. The study adopted a four-point
rating scale using real limit of numbers. These include
Strongly Agree (SA)= 3.50-4.00, Agree (A)= 2.50-3.49,
Disagree (D)= 1.50-2.49, Strongly Disagree (SD)= 1.00-
1.49. To ensure the validity of the instrument five
validates validated the instrument; these comprise of
three from the field of ICT and two from the field of
automobile. This is to make certain that the instrument
was able to bring forth the fundamental information
needed for the study. To determine the internal
consistency of the instrument, Cronbach Alpha (o) was
used to establish its reliability. The reliability coefficient
was found to be 0.86 and the data collected from the
respondents were analyzed using mean.

III. RESULTS

A. Research Question 1

What are the problems of IoT to the Automobile industry
in Nigeria?
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Table 1: Mean response of the respondents on the
problems of IoT to the Automobile industry in
Nigeria

N;=145, N,=73

SN Item X1 Xp XT Remark

1 Erratic POWEr 34> 334 338 A
supply
Lack of political 337 3.19 328 A

2 will to the genuine
growth of ICT

3 Corruption 373 367 370 SA

4 Availability of 390 397 394 SA
internet service

5 Stab.ility of internet 337 340 339 A
service

6 Data privacy 290 3.01 295 A

7 Security 386  3.92 389 SA

8 Information secrecy 247 267 257 A

9 Scalability of the 2.53 2.52 2.53 A
storage

10 Thev reputation of 249 256 2.52
service providers

11 Liability issue 367 352 060 SA

12 Lack of  good 273 281 277 A
software

3 Lack  of  good 385 3.5 380 SA
sensors

14 Lack of good maps 9.69 274 272 A

322 A

Xg

Keys: X1 = Mean of experts in the automobile; X2
= Mean of experts in ICT; XT = Average of Mean
response of the respondents; Xg = Grand Average of
Mean response of the respondents; N1 = Number of
experts in the automobile; N2 = Number of experts in
ICT.

The result in Table 1 revealed that the respondents
strongly agreed on item number 3, 4, 7, 11 and 13 and
agreed on the item number 1, 2, 5, 6, 8, 9, 10 and
12. Having a grand average of mean of 3.22, This
gives the impetus to conclude that the respondents
agreed on the problems of IoT to the automobile
industry in Nigeria.

B. Research Question 2

What are the prospects of IoT to the Automobile industry

in Nigeria?

Table 2: Mean response of the respondents on the
prospects of IoT to the Automobile industry in
Nigeria

SN Item X; Xz XT  Remark

1 Pay-as-you-go 397 384 391 OA
services

5 Intelligent parking 363 359 3.6l SA
cloud services
Revolutionary 283 392 338 A

3 changes in

financing

(0]

a

Revolutionary 359 371 365 SA
4 changes in
insurance
5 Real-time traffic 3.83 3.79 381 SA
alert
6 Evolution of 384 377 381 SA
driverless cars
7 Evolution of 360 355 358 SA
connected cars
Xg 3.68 SA

The result in Table 2 revealed that the respondents
strongly agreed on item number 1, 2, 4, 5, 6 and 7 and
agreed on item number 3. Having a grand average of
mean of 3.68, This gives the impetus to conclude that
the respondents strongly agreed on the prospects of
IoT to the Automobile industry in Nigeria

IV. DISCUSSION OF FINDINGS

The inference on the problems of loT revealed that
security, availability and stability of internet network
service, are the major problems of IoT to the Automobile
industry in Nigeria. This result concurs with [7] that the
top critical problem to adopt IoT widespread is security.
[8] also corroborated that the main concerns of IoT
include among others, accessibility and steadiness of the
internet network and invulnerability. [6] also supported
the claim that another prominent problem is the global
benchmark in protection, secrecy, structure and subject
area to give a wide berth to antagonism between and
mystification of locally established benchmarks in
industry or an establishment.

The findings on the prospects of IoT in the Nigerian
Automobile industry revealed that the automobile
industry can take the benefit of novel alternatives for
competitive demarcation in mobility services that is the
Pay-as-you-go services and connected vehicles
technology. [9] noted that the IoT can be linked-to
reinforce security to the vehicles. The findings also
revealed that connected vehicles will be transformed into
a centre of infotainment. This is in line with [2] that in
time to come, vehicles will be available embedded with
telematics that will bring about pleasure in driving. This
means that the driver will have applications on the
dashboard that would convey real-time trip and traffic
reports to the driver, convert speech-to-text to thwart the
woes of typing while driving and hand gesture sensors to
help avert road traffic crashes.

V. CONCLUSION

Internet of Things is undoubtedly a technology that
has come to stay and play a critical part in the
automobile industries from vehicles driven by humans
to vehicles driven by themselves and also gets
connected to smartphones, register real-time traffic
alerts and offer emergency roadside assistance. Thus,
identifying the problems and prospects of IoT to the
automobile industry in Nigeria, loT will become a player
in the automobile industry because of its ability to
benefit customers, manufacturers, whole economic
system and automobile dealers.
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VI. RECOMMENDATIONS

Based on the findings of this study, the following

recommendations were made:

(1]

(3]

(4]

1. The government should provide financial support
to strengthen data confidentiality, availability and
stability of Internet network service.

2. Efforts should be made by introducing the energy-
efficient and intelligent vehicle to tackle the bone
of contention of safety, environment and energy.
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configured to monitors computer system or network for
Abstract—intrusion detection system (IDS) like firewall, abnormal activities and report or prompt for appropriate
access control and encryption mechanisms no longer provide
the much-needed security for systems and computer action [2]. Many researches have been carried out by

networks. Current IDS are developed on anomaly detection
which helps to detect known and unknown attacks. Though,
these anomaly-based IDS feature a high false rate. To reduce
this false alarm rate, in this paper, we proposed an intrusion
detection model based on support vector machine (SVM)

researchers to determine an intrusion detection technology
with good detection in regards to the accuracy value and
minimum training time. Although, many issues still exist
with IDS, issues like poor capability for detection, high

optimized with Cat swarm optimization (CSO) algorithm. false positive rate [3].

We use the information gain (IG) for attribute reduction and

perform classification using the optimized Support vector. Many methods have been introduced to improve the

The result obtained shows that our model performs well with performance of IDS in recent times. One of the popular

the least false alarm rate and good accuracy value compare research methods in IDS is support vector machine

with other classification algorithms evaluated using the same (SVM). SVM is one of the novels machine learning

datasets. method that has become a well-known research method in
Chapter 1 Index Terms—Intrusion Detection, Support the are'a 9f Intrusion det'ectlon. This .IS 'b'ecause 1ts

vector machine, Cat Swarm Optimization, Information generalization performance is good, unavailability of local

Gain, NSL-KDD minimal and it uses minimum time for execution [1].
Although, the performance of Support Vector Machine
still depend on how well its parameters are appropriately

L. INTRODUCTION selected. [1]. If the selection of its parameters are not done

One of the major technological achievement in recent appropriately, it will perform poorly. In this study, an IDS
time is the possibility of connecting computer systems for that is based on SVM with its parameters optimized using
the purpose of sharing resources. Furthermore, the advent Cat Swarm Optimization algorithm has been proposed.
of the internet has made it possible for people to
communicate from different part of the globe through II.  INTRUSION DETECTION SYSTEM
connected ~ computer  networks. However,  these An IDS could be a hardware device or an application
interconnection of computer devices came with its own software configured to monitor traffics that moves in and
cons. One of the major issues with this technology is in out of a computer system or network for activities that are
the area of security. computer networks and the internet at classified as malicious or breach of policy and produces
la}rge are faced with many security attacks. Thgse attacks report to a management station. Some of these systems
aim to compromise the three security  goals some time may try to completely stop an attempt to get
confidentiality, .integrity and availability of any system, unauthorized access however, it is not compulsory
network and their resources. component of a monitoring system [2]. Because of the

increasing number of connectivity between computers,

Many protection techniques have been employed to intrusion detection has become important in the area of
manage the security risks involved with computers and network security [4]. Techniques available for intrusion
networks. Techniques like encrypting confidential data, prevention for instance access control, encryption and
access control and software and hardware firewall firewalls have not provided the security level required to
policies. protect systems and networks from increasing security

attacks [5]. Therefore, it becomes crucial to deploy an IDS
as an additional security measure to detect these security

However, these techniques are not enough as each one of attacks before they course havoc in the system [5]. IDS is
the techniques possess significant limitations. Therefore, it developed primarily to detect different kinds of traffics
becomes important to use other additional defense that are malicious and abnormal computer usage that a
mechanism like intrusion detection system (IDS) [1]. IDS typical firewall will not be able to detect. The concept of
is a software application or a hardware device that is machine learning has been used to develop many IDS.

Specifically, integrating two or more learning techniques
Page | 138



have yielded better detection performance compare to a
single detection technique [6].

Categorizing IDS can be achieved in different ways.
The most common categories or types are misuse based
IDS and anomaly-based IDS [7][1].

A. Misuse-based Intrusion Detection System

This is also referred to as signature-based intrusion
detection system. This type of detection techniques
scanned packets or audit logs and compared with
commands or events that are previously known to be a
sign of an attack [6]. This type of IDS performs very well
in detecting attacks that are previously known. It has a
low false alarm rate. However, it performs poor when it
comes to detecting new attacks that are not previously
known or contained in the database [4][7].

B. Anomaly-Based Intrusion Detection System

This category of IDS is developed based on normal
behavior features. It uses these identified features with
normal traffics to pinpoint any action that significantly
deviates from the normal features. It uses data taken from
normal usage to identify patterns [7]. Anomaly IDS make
use of patterns associated with behavior that could mean
unacceptable activities and analyse previous activities to
know whether the observed behavior are normal. [6].

III. CATEGORIES OR CLASSES OF INTRUSION ATTACKS

Intrusion attacks can be classified into: Remote to
local (R2L) attack, User to Root (U2R) attack, Probing
attack and Dos or DDoS attacks [8].

A. Remote to Local Attacks (R2L)

In an R2L attack, the adversary aim is to acquire a
local right to a machine. To achieve this, the attacker send
packets that are capable of compromising the target
system over the network, the machine loopholes or
vulnerability are then exploited to gain unauthorized
access. Attackers with ability to communicate with their
target device but have no account on that device uses this
kind of attack to exploit weaknesses that exist on the
target system to acquire local access on the target device
[9]. Attacks like this can be carried out by making use of
ports that are open on the target system, using the system
loopholes, password guessing [7].

B. User to Root Attack (U2R)

In this type of attack, a normal user tries to escalate
his/her privileges by taking advantages of weaknesses
found in a system to gain administrative access or root
access. This attack is like R2L attacks. The difference is
that the attacker here is already a normal user and he/she
wants to escalate his/her privilege. [7]. User to root (U2R)
attack simply refer to a situation where a legit or normal
user wants to gain higher privilege in other to carryout
illegal or unauthorized activities. [9].

C. Probing Attack

This class of attack has to do with reconnaissance,
gathering information by scanning systems and networks
to find weaknesses that exist with them. The found
loopholes are used to exploit the systems and networks [9].

D. Dos/DDoS Attack

Denial of Service (Dos) attack often involves attacker
sending traffics that are more than what the victim system
can handle making such system deny legitimate users’
access to services [10]. DoS attack usually originated
from a single source. A DoS attack becomes a DDoS
attack if the traffics originated from sources more than
one [11]. DDoS attacks are usually carried out by
deploying many compromised systems (usually called
botnet or zombies) to overwhelm their victim [12]. Dos
and DDoS attack are attacks targeted at compromising the
availability of computer system, router, network and their
resources [13]. These attacks are carried out by sending
illegitimate traffics capable of draining the system
memory or network bandwidth [14][15]. These attacks
can be carried out at different layer of the open system
interconnection model like the physical layer (the first
layer), network layer(the third layer), transport layer (the
fourth layer) and application layer (the seventh
layer)[12][15] At the physical layer, the attack can simply
be to remove a power or network cable connecting a
server to the network. Attacks at the network layer are
achieved using network layer protocol example of
protocol that can be used to achieve this attack at the
network layer is the Internet Control Message Protocol
(ICMP) [14]. At the transport layer, the attacks can be
achieved using layer four protocol like the user datagram
protocol which is a connectionless protocol, another
protocol that can be used at layer four is the transmission
control protocol (TCP) [14]. Hypertext transmission
protocol (http) is one major protocol used to carry out
denial of service attack this protocol is used at the
application layer level. Other protocols used at the
application layer to carry out DoS attack are Simple Mail
Transmission Protocol, Domain Name System, Voice over
internet protocol (VoIP).

IV. Support Vector Machine

Support vector machine is a machine learning
algorithm that has gained importance in the area of pattern
classification. SVM primarily aim at finding the best
hyperplane to divide two classes in a dataset. Several
machine learning algorithms exist for dataset
classification, SVM standout of these algorithms because
of its outstanding generalization capability and its good
record for achieving high accuracy level in the training
datasets [1].

Classification problem has several major challenges,
one of them is the separation of data tending differently,
making it difficult for linear separation. [16]. Usually, the
dataset is not separable linearly. To overcome this issue of



linearly inseparable datasets, the dataset can be mapped
into dimension feature space that is higher and then the
hyperplane that separate linearly vectors mapped. That is

to say x; will be substituted with where K gives the
mapping with the higher dimension (K is also refer to as
the kernel function). Commonly, kernel functions are of
three main kinds: polynomial, sigmoid and radial-basis
kernel function (RBF) [1].

A. Polynomial kernel function

This kernel can be used to solve problems were the
samples for the training datasets are normalized. It is non-
stationary. Using this kernel, some parameters have to be
settled. The parameters are the gamma slope, r being the
constant term and d being the polynomial degree (hence
d=3, r=0) [17]. The polynomial function is represented as
follows.

. Y
K(x,x;)=(cx;x;+1) .0 >0 (1)

B. Radial-basis Kernel Function (RBF)

This family of kernel functions have a distance
measure smoothed by an exponential function. It maps
samples nonlinearly into space dimension that is higher. It
is good with instances where attributes and class label do
not have linear relations. In addition, the linear kernel can
be described as a subset of RBF because, a linear kernel
having the penalty parameter C perform similar way with
RBF kernel with some parameters (C, Gamma) [17]. The

RBF kernel is represented as follows
¥

K(x,.x;)=exp(-¢c ||1'I. - .\'J,.“ ).o >0 (2

One of the parameters that plays a major role is the

adjustable parameter represented as O this parameter
should be turned carefully. If it is overestimated, it will
cause the exponential to behave like a linear function and
the nonlinear power of the higher dimensional projection
will begin to. If the adjustable parameter is
underestimated, the regulation power of the function will
be loss and the boundary for decision will become highly
sensitive to noise in training data. Therefore, Support
vector machine behavior basically depends on how well

the choice of the width parameter & is made [17].

C. Sigmoid kernel

One requirement of this kernel is that it must satisfies
Mercer’s theorem, for this to happen, the kernel has to be
positive definite. Although, this kernel despite its popular
acceptance and usage, it is still not positive semi-definite
for some of its parameter’s values. Therefore, a carefully

chosen parameter for @, r is very important. If these

parameters are not well chosen, it will lead to a very
wrong result [17].
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K(x,.x;)=tanh(oxx, +r) 3)

O can be seen as a parameter that could be measured
using scale of the input samples, and » as a shifting
parameter, the shifting parameter that controls the
threshold of mapping (hence » =0). Generally speaking,
RBF and linear kernels are better than the sigmoid
function [23].

V. Cat Swarm Optimization

One of the types of optimization problem is feature
selection. It is usually achieved by hybridizing a good an
optimization algorithm with a classification algorithm.
Two commonly used optimal algorithms are Particle
Swarm Optimization (PSO) and genetic algorithm (GA).
Recently, another optimization algorithm has been
proposed Cat swarm optimization (CSO) and it has been
proven to perform better compare to PSO [18][19]. CSO
was built putting into considerations the behavior of cats,
cats are known for hunting excellently and for also
showing great level of alertness even at their resting
positions. This behavior exhibited by cats can be
described or explained by two modes. These modes are:
Seeking and Tracing modes [18][20].

A. Seeking Mode

This mode describes the situation of the cat while
resting. In this mode, the cat does more of thinking and
takes decisions about where to move to next [19]. Four
parameters are used to represent seeking mode in the CSO
algorithm: one of the parameters is Seeking memory pool
(SMP), the second parameter is the Seeking Range of the
selected dimension (SRD), third parameter is the count of
dimension to change (CDC) and the fourth parameter is
Self-Position Consideration (SPC) [21]. Procedure of
seeking mode is described below
Step1: produce j replica of the current state of cat;, where
j = SMP. Check SPC if it is true, j = (SMP-1), then accept
current status to be one among the candidates.

Step2: For each replica, following the CDC, in no order
add or subtract SRD percent of the current values and
change existing ones.

Step3: determine the values of the fitness (FS) for all
candidates points

Step4: in the case where all FS values are not the same,
determine the selecting likelihood of every candidate
point by (4), else make all selecting likelihood of every
candidate point be 1.

Step5: in no order, choose the position to go to next from
the candidate points, and change the position of cat.”

pi — | Fsi—Fsn|

=——""  where0<i<] (4)
FEmax—FSmin

In a situation where the fitness function aim is to look for
the least solution then FSb = FSmax, else FSh = FSmin.
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B. Tracing Mode

This mode describes the situation of the cat while

chasing a target. A cat in a tracing mode changes position
in accordance with its own velocity for each dimension
[21]. The process of tracing mode is explained as follows
“Stepl: Each dimension (vk,d) velocities should be
updated following (5).
Step2: velocities should be checked to ensure they are
within maximum velocity range. In a situation where the
range of the new velocity is over it should be set to be
equal to the limit.

Vid= Via+ 11 X Cy ( X gest, 4= X d) (3)

Step3: the position of catk chould be updated following
(6).

Xed=Xed+Vka (6)

Xpes TEPresent the state of the cat with the most acceptable
fitness value; X ; is the state of cat; c¢; represent constant
and 7, represent random value the random values are in
the range [0,1]. “

VI. RELATED WORK

In the network intrusion detection algorithm developed
by [22], two tree-based classifier models were combined.
the random tree and Naive Bayes tree classifiers. The
paper aim is to have a hybrid classifier that can classify
traffic entering a network into normal or attack with better
accuracy compare to the individual classifiers. The study
used the NSL-KDD dataset to assess how well their
classifier perform. Detection accuracy of 89.24% was
achieved. The future work proposed by the study is to test
the effect of reducing the attributes on the training and
testing datasets and the detection accuracy.

Also, [23], proposed a framework that detect and
mitigate known and unknown distributed denial of service
in real time environment using artificial neural network.
The study used ANN to detect attack based on some
features that separate DDoS attack from normal attack.
The ANN was trained with data collected from a network
setting that represented a mirror image of a real life
network environment. In addition to the data collected
from the mirror network, the study used old data to
evaluate their work. A detection accuracy of 98% was
recorded. The future work would be to train their
approach using other dataset and compare the outcome
with the outcome they got. Also, their work was not
simulated in any network environment, one could simulate
their approach to verify the detection accuracy of the work
and the false alarm rate.

Bahrami, Bozorg-Haddad and Chu [21] proposed
multilayer perception with genetic algorithm to detect
DDoS attack at the seventh layer of the OSI model. Four
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features were considered from traffics entering that
exhibit important alteration in their characteristics. The
first parameter is the number of hypertext transfer
protocol count. Features of hypertext transfer protocol like
the GET, POST, OPTIONS, HEAD, DELETE, PUT,
TRACE, and CONNECT were analyzed and normal
features where recorded. The second parameter is the
number of IP address that enters a network within a small-
time window. The third parameter is the constant mapping
function. The fourth parameter is the fixed frame length.
When there is a change in these features, attack will be
detected. Experiment result reveal that the technique gave
98.04% accuracy in detecting attacks at the seventh layer
(application layer) of the OSI model with high false
positive rate of 2.21%. The future work is to work on
improving the detection accuracy and lowering the false
positive rate.

Enache and Patriciu [1] proposed IDS using SVM
combined with information gain. They used Information
Gain to select the features of the dataset and the SVM was
used for classification. The parameters for Support Vector
Machine were selected using Particle Swarm Optimization
which optimizes candidate solution through iteration and
Artificial Bee Colony developed by observing honey bees
behaviour. In other to evaluate the performance NSL-
KDD dataset was deployed. The results gotten showed
that optimized SVM with PSO or ABC performed better
with the dataset compare to the normal SVM. The future
work would be to apply other feature selection swarm
intellegince that could do better compare to the ones used
here.

Rana et, al. [24] uses fuzziness based on semi
supervised approach for intrusion detection system. To
improve the classifier performance for the IDS, samples
that are not labelled supported with supervised learning
algorithm were used. Results gotten from experiment
using this method reveal that samples that are not labelled
belonging to the categories of low and high fuzziness
groups provide the most input to increase the performance
of the classifier compared to classifiers that are already
existing examples random forest naive bayes, support
vector machine. They got an accuracy of 84.12%. The
future work proposed is to apply this method to increase
the effectiveness of IDSs for detecting many types of

attacks.

VII. PROPOSED MODEL

Fig. 1 depict our model. Acquiring the NSL-KDD
dataset, Preprocessing and attribute selection are pre-
requisite in any intrusion detection work. Our
contributions begin with optimizing the parameters of the
SVM using Cat Swarm Optimization Algorithm.
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Figure 1: Proposed Model.

A. Data Processing/Feature Selection

In other to evaluate our system, NSL KDD dataset was
used. The dataset is a KDD dataset that has been
improved upon. It has numerous advantages over the
KDD Cup 99. The advantages include: unavailability of
redundant record in the train dataset, no duplicate records
in the test dataset. The NSL KDD dataset consist of 41
features. However not all of the features that are relevant.
Therefore, the need for feature selection. In other to
carryout feature or attribute selection, Entropy
(information gain) was used. Entropy is a common
criterion used in machine learning to individually rank
features or attributes with respect to class attributes. 1G is
calculated by a decrease in the uncertainty of knowing the
class feature when the value of the feature is not known.
Its idea is based on the principle of information theory
usually deployed in ranking and chosing attributes with
high value to reduce feature vector size and achieve
improved classification with less complexity.

The entropy or information gain of a given
feature A with relation to the class feature C, represented
as [(C/A), is the decrease in uncertainty with the value of
C knowing the value of A. Assuming C and A are whole
numbers variables that draw from C = (cy, .... ¢,) and A =
(aj, ..., a,). H(C) is the IG, that calculate the uncertainty
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about the value of C. H(C/A) is the conditional entropy of
C given A, that calculates the uncertainty about the value
of C knowing the values of A. Therefore I(C/A) = H(C) -
H(C/A) [1].

H(C) =~ ._, P(CD)log2(P(CL)) o

H(C/A) = — E a;)Z 103‘? (P(Ci/aj))

where, P(ci/aj) is the posterior probabilities of C given the
values of A. therefore I(C/A) is given as follows

1(C/A) = — Ef_iP[CiJiﬂgth(ﬁ)J .

n

(- P(aﬂz

logZ(P[Cz}'

B. Dataset classification

After feature selection, the next stage is dataset
classification. We carry out the classification using the
optimized SVM with CSO. First, we find the best
parameters of the SVM using CSO then we use the
optimal parameters to build the training sample as
follows.

Step 1: Clearly state the parameters of the algorithm

Step 2: create first cats and velocity in no particular order
Step 3: spread the cats into the two modes tracing and
seeking

Step 4: Check if cat is in seeking mode if yes start seeking
mode otherwise start tracing mode

Step 5: recalculate fitness function and retain the cat with
the best solution in the memory

Step 6: check to know if looping condition is satisfied. If
1t 1s,

Stop looping and give out the peak parameter ( C and 6 )
else, return to step 2.

Step 7: use the peak parameter ( C, 6 ) and training sample
to build up SVM prediction model.

C. Building SVM Prediction Model with Optimal
Parameter ( C, 6)

In this work, we use the SVM constructed by Radial
basis function (RBF). This family of kernel functions have
a distance measure smoothed by an exponential function.
It maps samples nonlinearly into space dimension that is
higher. It is good with instances where attributes and class
label do not have linear relations. In addition, the linear
kernel is a subset of RBF because, a linear kernel with
penalty parameter C perform the same way with RBF
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kernel with some parameters (C, Gamma) [23]. The RBF
kernel is represented in (2):

VIII. RESULT AND DISCUSSION

The experiment was carried on a java NetBeans
platform with Weka.jar libraries to be able to access weka
functionalities. First, we carry out feature selection on the
42 attributes in the NSL KDD dataset to know attributes
that have high impacts and those without impact on our
prediction.

After attribute selection using information gain
(Entropy), some of the attributes have good entropy value
while others have insignificant or zero (0) entropy value
that is they have no impact on the prediction outcome.
Attributes with insignificant entropy values were removed,
table 1 shows attribute with good entropy value.

Table 1

Attributes selected after Information Gain
S/N | Attribute Name S/N | Attribute Name
1 Arc_bytes 11 Count
2 Dst_bytes 12 Logged in
3 Services 13 Same_srv_rate
4 Flag 14 Rerror_rate
5 Dst_host srv_count 15 Srv_rerror_rate
6 Dst_host same srv rate | 16 Dst_host_srv_diff host rate
7 Dst_host rerror _rate 17 Dst_host same src port rate
8 Dst_host_diff srv_rate 18 Srv_fidd host rate
9 Dst_host_srv_rerror rate | 19 Dst_host_serror_rate
10 Diff srv_rate 20 Dst_host srv_serror rate

A. Performance Evaluation

The performance of our model was evaluated based on the
following metrics:

Accuracy: Proportion of total number of correct
predictions

TP + TN (8)
P+N
Precision: proportion of correct positive observation
TP )

TP + FP
Recall: Proportion of positives correctly predicted as
positive
TP (10)

P
F-Measure: This is derived from precision and recall
values. The F-Measure produces a high result when
Precision and Recall are both balanced, thus this is very
significant.

2 * Recall * Precision 11
Recall + Precision
FP Rate: with this model we can know if our model has
many false alarms. It is calculated by taking the ratio of
misclassified instances to normal instances.

The results obtained from applying our optimized support
vector machine on the NSL KDD datasets is presented in
table 2

Table 2
Results Obtained

Accuracy | Precision | Recall | F- FP
Measures | Rate
96.3 95.4 979 196.7 0.02

B.  Comparison of Detection Accuracy, Precision,
Recall, F-Measure and False Positive Rate with Zero
R and Other Classifiers

We compare the performance of our system with Zero R
and some popular classification algorithms namely J48,
NaiveBayes, RandomTree applied on the datasets. The
performance of the algorithms are presented in fig. 2, 3, 4
and 5 table 3 summarizes the result obtained from each of
the algorithms.

Table 3

Summary of Results with other Classification Algorithms

Classifier Accur | Preci | Recall F- FP
acy% | sion % Measur | Rate
% €%
T48 95.7 96.1 94 .4 95.2 0.32

RandomTree 95.1 95.7 933 94.5 0.035

NaiveBayes 84.3 76.3 94.7 84.5 0.24

Zero R 54.6 29.9 | 547 38.7 0.54

CSO-SVM 96.3 954 |979 96.7 0.02




FP Rate

Figure 2: FP Rate

Fig. 2 shows the false positive rate for our classification
algorithm and other classification algorithms. CSO-SVM
has the lowest false positive rate of 0.02 compare with
J48, RandomTree and NaiveBayes with false positive rate
of 0.32, 0.035 and 0.024 respectively. While Zero R has
the highest value of false positive rate of 0.54.
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Figure 3: Accuracy

The performance of our algorithm in terms of accuracy in
comparison with the Zero R, J48, RandomTree and
NaiveBayes is presented in fig. 3, CSO-SVM performs
better with accuracy of 96.3 percent compare with Zero R,
J48, RandomTree and NaiveBayes with accuracy of 54.6,
95.7,95.1 and 84.3 respectively.
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Figure 4: Precision

Interms of precision value, J48 has the highest precision
value of 96.1 percent. CSO-SVM has precision value of
95.4. with RandomTree and NaiveBayes having precision
values of 95.7 and 76.3 respectively. The base line
classifier has precision value of 29.9.
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Figure 5: F-Measure

Fig. 5 shows the comparison of the CSO-SVM value
compare with the other classification algorithms. F-
Measure is high when you have a balanced Precision and
Recall value. CSO-SVM has the highest F-Measure value
of 96.7 percent followed by J48 95.2. RandomTree and
NaiveBayes have F-Measure values of 94.5 and 84.5
respectively. The baseline classifier present an F-Measure
value of 38.7.

IX. CONCLUSION

In this research work, we have been able to optimize
the performance of support vector machine using Cat
Swarm Optimization Algorithm. The NSL-KDD dataset
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was used. the entropy value of each of the attributes was
calculated with respect to the class value. Attribute with
insignificant entropy value were removed during the
preprocessing stage. The classification was done with the
optimized SVM-CSO. The classification result shows that
the CSO-SVM has better performance in all areas
compare to the performance of the baseline classifier
(Zero R). In terms of accuracy, and F-measure the CSO-
SVM performs better compare to other clarification
algorithms like the popular J48, Naive Bayes and
RandomTree. Most importantly, the CSO-SVM has low
false positive rate of 0.02 compare to IG-PSO-SVM and
IG-ABC-SVM with 0.04 and 0.03 respectively.
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Abstract—Automated segmentation of cervical lesions from
plain medical photographs of affected cancerous regions has been
evaluated. Cervical cancer is among the most common cancers
affecting women in the world, particularly in developing
countries due to the high costs of screening. For this reason,
recently, a simple inexpensive test by visual inspection with acetic
acid (VIA) is used where the cervix region was observed with the
naked eye for change in color and texture appearance. This study
consideres applying segmentation techniques to the captured
images during VIA to be effective in assisting a computer-aided
system for diagnosing the cervix region based on color and
texture observations. The methodology involved estimating the
average cervix positions and generating a segmentation mask to
segment an input image into lesions of interest by GrabCut
algorithm. For evaluation purposes, each cervix region was
manually segmented one after another by hand. Then, those
segmented regions were regarded as the correct foregrounds and
were compared with pixels identified as the part of foregrounds
in GrabCut automatic segmented images by counting
overlapping pixels. As a result, GrabCut detected correct
foreground and background pixels accurately up to about 87.1%
and 88.9% respectively, which shows the potential segmentation
ability of GrabCut.

Keywords— GrabCut, Cervix Cancer, Segmentation evaluation,
Mask generation

I.  INTRODUCTION

Cervical cancer is the fourth most recurrent cancer in
women with an expected 570,000 new cases from 2018
representing 6.6% of all female cancers. Around 90% of
deaths from cervical cancer happened in low- and middle-
income countries. The high death rate from cervical cancer
worldwide could be reduced through a widespread approach
that includes prevention, early diagnosis, effective screening
and treatment programmes [1]. Its incidence in Sub-Saharan
Africa is growing due to lack of or poor screening [2], while
in contrast, its prevalence is declining rapidly in Western
countries due the accessibility of resources [3]. Cervical cancer
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screening is commonly achieved by taking a pap smear test,
where cells are scraped and collected from the cervix for
microscopic examination. This is followed by investigation
for irregularities with the aim of detecting potentially
precancerous symptoms, i.e., cervical intraepithelial neoplasia
(CIN) [4].

The high cost of the equipment used for pap smear
screening and the complicated process of collection, sampling,
preparation, staining, reading, reporting and the period of time
it takes before providing test results, low-tech and inexpensive
screening tools are being developed that could considerably
reduce the burden of cervical cancer deaths [2]. Therefore, a
low cost computer aided cervical cancer screening systems that
can be used in the developing countries constitutes a viable
alternative and thus has become an interesting research field
recently.

An easier and cost effective alternative screening method
is based on the visual acetic acid (VIA) test [3] performed
at tissue level rather than cellular level. It involves applying
acetic acid to the region and observing change in colour
using image processing techniques. The test works in the most
remote of settings, bringing access to virtually all locations [4].
Although, VIA performed by well-trained medical personnel
has shown the ability to correctly identify between 45% to
79% of cervix cancers [5], there is still room for improvement
in the use of computer aided systems.

An essential requirement to the computer aided task of
investigating of cervix cancer is segmentation. Previous studies
[6]-[12] have highlighted that this step allows for better
representation of the region under study and computational
methods can provide suitable results for identifying cervix
regions. It also allows for effective extraction of shape, colour
and texture features used in the classification of cancerous and
non-cancerous images. However, to determine the
effectiveness of the segmentation method through objective
method, is necessary to determine that sufficient regions of the
affected part are covered for the diagnosing system to analyse.
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II. METHODOLOGY

C. Image Acquisition

The data-set used consist of 1,000 images of which 500
images are of normal (no risk) and CIN1 (low risk) treated as

CiN4 [cancer risk])

“Negatives ”, while the remaining 500 images are of CIN2,
CIN3 and CIN4 considered as “Positives” (medium risk, high
risk and cancer risk, respectively). The obtained images have
the cervicography medical equipment from which they are
captured from in the background of the images as shown in
Fig.1. Therefore, effective segmentation is required to
eliminate them and outer cervix lesions while preserving the
affected part.

Fig. 1. Sample of Cervix images at different stages.

D. Mask Generation for GrabCut

Effective segmentation of the significant regions for
differentiating cervix cancer from non-cervix cancer is very
important but challenging because of similarities in structure
and appearance [12] [13]. For the acquired images,
segmentation is done to separate the cervix region
(foreground) from the outer lesion (background). GrabCut
segmentation [14] was used, for this purpose, to capture as
much of the foreground
region as possible. It is derivative from graph cuts [15] with
the initially identified information about the foreground and
the background represented by a rectangular selection around
ROL.

Grab Cut method has demonstrated to be effective for
segmentation of affected parts in medical images [16]. It
usually entails user input by drawing rectangle or providing
three variables i.e. foreground, background, and the unknown
areas. The proposed method already estimates the mean
location of the inputs and suggests possible rectangle regions

=
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to simplify the task of identifying the variables for a non-
expert or eliminating the need to draw the rectangle. The
affected part is located and covers most of the central region

in almost all the acquired images, but the region of the
affected part varies for each image as shown in Fig.l. In
previous studies involving cervix segmentation, semi-manual
methods have been adopted [17], [18]. Therefore, to eliminate
the need for user intervention to determine the desired
rectangle region of interest (ROI) around the foreground
object, a segmentation image mask was created by morphing
randomly selected images from our database.

Morphing is achieved by taking two of the colour images

f;.-. and fy, creating an intermediate morphed image fm
using the following equation:

or

Fig. 2. Coloured quantized image and our defined ROI.
fmo?"':i,_;l'} =(1—a) fli i) + afulig) (1

where (I, j) represents pixel position and o is a parameter
which controls the merger rate between f, and f,. In RGB
colour space, the vector function F can be denoted
(L) = (R(i,j),G(Lj),B(i,j)), where R, G and B are
the red, green and blue colour components, respectively.

o = (0.5 was used to generate a balanced blend when
applying the morphing process (1) iteratively to 100 of

our randomly selected images f and f , then the average of

100 morphed images was taken. As a result of the averaged
image being too noisy, additional treatment based on color
quantization using K-means clustering was performed [19] in
order to obtain the quantized image. The quantized image is
shown in Fig.2. Based on this technique, four ROIs as shown
in Fig.2 were manually determined; areas specified with high
probability of known foreground (KF), known background
(KB), possible foreground (PF) and possible background (PB).
The motive for choosing these areas is that, the foreground
area is inside of KF and the background is outside of KB
in most of the image data. However, the foreground or
background is a little larger (inside of PF or outside of PB) in
some of the data. Therefore, an adjustment was made and uses
any two of ROIs as the masks of the foreground and
background in the subsequent GrabCut segmentation, as
necessary.

To determine an optimal number of clusters for K-
means, silhouette analysis was performed [20], on our 100
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randomly selected images. The silhouette shows the measure
of how close each point in one cluster is to points in the
neighboring clusters and provides a method to decide the
number of clusters visually. From the silhouette plot in Fig.3,
it shows that using 4 or 16 clusters, which have the highest
score among all cluster sizes tested, is suitable for K-means
transformation of the morphed result to the quantized image.

E. Cervix Region Segmentation using GrabCut

As described in previous section, GrabCut [14] is an
extension of graph cut algorithm used as colour image
segmentation method. GrabCut was adopted to segment cervix
region from every image data. It uses a full-covariance
Gaussian mixture matrix (GMM) of k Gaussian components to
model the foreground and the background, each pixel in the
image corresponds to one GMM component

Average Silhouette Scores

0 4 8 12 16 20 24 28 32 36 40

Kelusters

44 48 52 56 60

Fig. 3. Silhouette Analysis to determine K-means clusters.
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GrabCut redefines Gibbs energy E as (3), consisting
of image data Z, a full covariance Gaussian mixture
distribution of & components is defined for background pixels
(0. = 0), data term U and smoothness term V , defined as
equations (4) and (5) respectively. D the probability that a pixel
belongs to a foreground or background, while 8 defines as (5),
it indicates all parameter that the algorithm will train. This
reflects the
discontinuous penalty £ between neighborhood pixels m and
n.
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For every pixels of an input image either foreground
(cervix)
or background (non-cervix) is labelled in advance while
referring to the masks KF and KB. Also KF is regarded as an
initial specified area including cervix region. Then the labelled
pixels and the initial region were inputted into GrabCut
algorithm. The algorithm estimates an initial Gaussian mixture
distribution (GMM) derived from colour information of the
foreground and background pixels, and then assigns one of
distributions with maximum likelihood among GMM
individually to every foreground pixel. The parameters of
GMM are updated after finishing all assignments, and
background pixels are separated and extracted from the
foreground by using
minimum cut algorithm [13]. The above procedure is repeated
several times, the GrabCut finally outputs well segmented
foreground as show in Fig 4.

III. EXPERIMENTS

In this study, almost all tested images are well segmented
by selecting ROIs suitably and applying the GrabCut
algorithm as show in Fig. 4, compared with manual
segmentation. However, in some few cases, as shown in Fig.5.
the result becomes either under- or over-segmented due to
noise in the image from tissue, characters, marks or light

Manual Segmentation

reflection.

Fig. 4. Example of segmentation results

In Fig.5 the automatic segmented region of the proposed model
is indicated by the white boundary. For evaluation in next
section, the segmented boundary was manually modified to
the appropriate region indicated by the yellow line as shown
in Fig.5.
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TPR =98.75%
TNR = 68.74%

TPR =78.54%
TNR =87.73%

A. Undersegmentation
Fig. 5. Examples of poor segmentation results.

B. Oversegmentation

To validate the effectiveness of our segmentation we
compare the pixel positions of GrabCut (white boundary) with
that of the manual segmentation (yellow boundary) as show in
Fig.5. For this purpose, pixels correctly recognized as part of
the background are true positive (TP), and those correctly
recognized as part of the lesion are true negative (TN).
However,
lesion pixels in GrabCut images incorrectly identified as part
of the background in manual segmented images are (FN),
while the background pixels incorrectly identified as part of
the lesion is (FP). Furthermore, the True Positive Rate (TPR)
and True Negative Rate (TNR) which are generally used for
evaluation measures were calculated. In the experiments, TPR
is the percentage of accurately detected lesion pixels, while
TNR is the percentage of accurately detected background
pixels, and their relationship is represented as:

TP TN

= # o NE = # o
TPR = = 100%, TN Py 100% (6)
TABLE I DEFINITIONS OF TRUE/FALSE
POSITIVE/NEGATIVE.
Detected pixel
Lesion Background
True positive[False  negative
Lesion TP) FN)
Actual
pixel Backgrou [False  positive[lrue  negative
nd FP) TN)

The objective measure is established on the notions of
true/false positive/negative defined in Table 1. For instance,
if a lesion pixel is identified as part of the background skin,
this pixel is measured to be a false negative (FN). On the other
hand, if a background pixel is identified as part of the lesion,
it is measured as a false positive (FP).

IV. RESULTS

The comparison of the proposed method with other
algorithms evaluated in terms of sensitivity and specificity

Page

shown in Table.Il, suggests that the adopted methodology
captures sufficient lesions for colour and texture feature
extraction. However, there have been some either higher TPR
or TNR results achieved by other methods, it is necessary to
consider both measures collectively. A good measure should
consider also a ratio of the detection area compared to the
ground truth area, because it may have a detection that covers
the whole image, and have a perfect true positive score, but
include regions that are part of the background. Furthermore,
results show in silhouette analysis, 4 or 16 clusters are suitable
choices for the given image data to generate an effective
segmentation mask. This is due to the presence of clusters with
below average silhouette scores compared to other cluster
sizes.

TABLE II. COMPARISON OF SEGMENTATION
ALGORITHMS.
TPR TNR
Method (Sensitivity ) (Specificity)
ILiu et al. 7] 89.13% 89.31%
ILi et al. [&] 60.77% 93.41%
Zhang et
al.[9] 71.15% 81.67%
Gordon et
al.[10] 98% 75%
Bai et al. [TT] 96.70% 81.99%
Proposed 87.10% 88.11%

V. CONCLUSION

The use of GrabCut algorithm for automatic segmentation of
cervical cancer from cervigraph images of affected cervix
regions was successfully evaluated in this paper. Our method
consists of GrabCut mask generation from morphing images to
derive the average position and segmentation image processing
technique. As a result of applying the generated mask to the
algorithm, the adopted method accurately detected lesion
pixels about 87.1% and non-lesion 88.11% per image, which
suggests that the segmentation captures enough lesions for
shape, colour and texture feature extraction and can potentially
speed up and improve affected lesion -classification in
computer aided diagnosis as an inexpensive method.
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Abstract—Fetal heart rate (FHR) estimation is an essential aspect
of fetal heart rate observation utilized to determine fetal health
condition during the antenatal period. This paper proposes two
methods for FHR estimation from an abdominal
electrocardiogram (ECG) signal based on adaptive filtering and
time-frequency techniques. The fetal ECG signal is the main
aspect of the abdominal ECG marred by other interference/
noise signals. These signals include propagated maternal ECG
signal, the power-line noise and the white noise. The adaptive
filtering approach is based on the least mean squares (LMS) and
requires the maternal ECG signal as reference signal for the
filtering processing for FHR estimation. The time-frequency
analysis is based on the spectrogram time-frequency distribution
(TFD), where instantaneous power (IP) and peak analyses are
subsequently carried out from this TFD for FHR estimation. The
adaptive filtering is made of a single step but requires an external
reference signal while the time-frequency analysis involves more
steps but does not require a reference signal. Results obtained
showed that both methods are able to estimate the FHR of 160
beats per minute (bpm) accurately at signal-to-noise ratio (SNR)
of slightly higher noise at -1dB. Results obtained showed that the
proposed techniques are efficient for fetal heart monitoring and
choice of technique will depend on available resources.

Index Terms—Electrocardiogram (ECG), Fetal Heart Rate
(FHR), Instantaneous Power (IP), Least Mean Squares (LMS),
Time-Frequency Distribution (TFD), Signal-to-Noise Ratio
(SNR).

I. INTRODUCTION

Estimating the heart rate of a baby (foetus) from a
pregnant mother’s abdominal ElectroCardioGram (ECG)
signal measured at the womb is an important part of Fetal
Heart Rate (FHR) monitoring. This estimation helps to
determine the health condition of the baby. The condition of
the baby may either be normal within average heart rate or in
distress. If it is in distress then heart rate will either be lower
than the normal average or excessively high and may be
associated with pathologic condition such as asphyxia [1].
Thereafter further investigations may be carried out on the
baby in distress in order to determine other causes of this heart
rate and how to mitigate it. Furthermore, FHR is sometimes
estimated from the fetal ECG signal extracted from the
abdominal ECG which is usually impeded with various
sources of noise and interferences. These sources can be the
heart beats of pregnant mother (propagating maternal ECG
signal) or the ones from the ECG device (power-line and
white noise) or other sources [2, 3]. It is therefore imperative
to use appropriate signal processing tools for ECG signal
analysis suitable for FHR monitoring.

These tools with unique performance, limitations and
objectives include support vector machine [4], spatial filtering
[5], extended Kalman filtering [6], Fourier transform [7],
wavelet transform [8, 9] and principal component analysis [10]
among others. Recently, feature extraction involving
segmentation and morphology were used to determine the
peaks in an ECG image [11]. Results obtained were validated
by cardiologists. Also fetal ECG extraction and analysis was
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carried out using adaptive noise cancellation and wavelet
transformation technique [12]. More recently, a robust method
of Empirical Mode Decomposition (EMD) and Multiple
Signal Classification (MUSIC) were utilized for FHR
estimation carried out in the frequency domain [13]. In the
simulated experiment, a low estimation error of 2 beats per
minute (bpm) is obtained at Signal-to-Noise Ratio (SNR) of -
30dB. Furthermore, a hierarchical probabilistic framework
was used for fetal R-peak detection using ECG waveform and
heart rate information [14]. Results obtained showed an
overall detection accuracy of 99.6% at low SNR for the
recordings considered in the paper. A recent comprehensive
review and appraisal for various methods involving fetal ECG
processing can be accessed in [15].

This paper identifies the two main signal processing tools
for heart rate estimation at a good SNR; the adaptive filtering
and time-frequency analysis. The filtering technique uses an
adaptive algorithm to match the output to a reference signal
after iterative process leaving an unmatched part of the output
as an error signal. In this paper, the Least Mean Squares (LMS)
method is used as the adaptive algorithm and the maternal
ECG signal (conventionally obtained from the electrode
connected to the mother’s chest cavity) is used as the
reference signal. Recently, the derivative of the normalized
LMS was used for estimation of noise in non-stationary
signals [16]. The time-frequency analysis uses a mathematical
expression (known as Time-Frequency Distribution (TFD)) to
represent in signal of interest in time and frequency domains
simultaneously to extract desired information. In this paper,
square magnitude of the Short-Time Fourier Transform
(STFT), the spectrogram is used to process the abdominal
ECG is order to show the various components of the
abdominal ECG. Recently, the spectrogram was used to
classify the different forms of radar signals based on time-
frequency agility [17].

The rest of the paper is organized as follows: section II
presented the simulation set-up for FHR estimation from the
abdominal ECG signal, while section III presented the steps
undertaken based on two techniques for the FHR estimation.
Finally results obtained and explanations associated with them
are presented in section IV followed by the section on
conclusion.

II. SIMULATION SET-UP

The fetal ECG (F (l“j), maternal ECG signal (M (t]) and
noise signals forms the abdominal ECG signal (A(tj) at the

mother’s womb. The fetal ECG signal (F(t)) is typically of a
low signal amplitude of 0.25mV and of normal heart rate of
between 110bpm and 160bpm [3]. The maternal ECG signal
at the mother’s chest cavity serves two purposes in this paper;
as a reference signal for the adaptive filtering technique and as
a non-linear propagated interference signal to the fetal ECG
signal. It has signal amplitude of 3.5mV and heart rate of
89bpm [18]. The sampling frequency in this work is 4KHz
based on standard desktop ECG devices [19], which facilitates
the conversion of the ECG signal into samples for digital
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processing. This heat rate values indicates that more
heartbeats are captured in the fetal signal than that of the
maternal signal. The noise model for the fetal ECG signal
consider for this paper is composed of three sections; white

noise (W (), power-line noise (P(t)), and the propagated
maternal ECG (#(z]). The simulation set-up of the abdominal
ECG signal used in this paper is shown in Fig. 1.

M(t) FH \&— P

f

wied

Fig. 1. Pictorial depiction of the abdominal ECG signal model

The two dots above the maternal ECG signal shown in
Fig.1 indicate the non-linear propagation of this signal in the
form of the interference to the fetal ECG signal at the
abdominal level. The power-line noise originates from the
ECG measuring device limitations and it is modeled by a
sinusoidal equation shown. A signal amplitude of 0.001mV
and frequency of 50Hz is chosen in-line with the authors’
national power supply standard. Duration of this signal is
matched to the duration of the abdominal ECG signal.

The white noise is simply an Additive White Gaussian
Noise (AWGN) with three unique characteristics; constant
frequency power spectrum, Gaussian probability density
function and impulse response autocorrelation [20]. The white
noise is obtained by generation of normally distributed
pseudorandom numbers of signal length similar to the
abdominal ECG signal. The maternal ECG signal of the
abdominal ECG signal is modeled around a non-linear
propagation from the chest cavity to the abdomen. This non-
linear propagation is modeled by a linear Finite Impulse
Response (FIR) filter of ten randomized coefficients based on
the hamming window [21]. The total noise can therefore be
given in (1) and abdominal signal in (2) based on the model
discussion in this section.

N(t) =P(t) +W(t) + M(t)
(1)
A(t) = F(t) + N(z) 2)

Equation (2) shows that the abdominal ECG signal can be
simply presented as the sum of the fetal signal and total noise.
It is also important to point out that the noise model may be
bigger than this model but the paper restricts itself to the most
prominent ones.

III. methodology

Two main methods in the form of adaptive filtering and
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time-frequency analyses are considered in this paper as earlier
mentioned as a way of assessing this method’s strengths and
weakness. Moreover the use of these methods also provides
choice for practical implementation based on available
resources.

Adaptive filtering varies multiplier coefficients to achieve a
targeted optimum performance through the use of an
incorporated adaptive algorithm. Varying these coefficients
ensures that an error function such as the one in (3) is
minimized [22].

e(t) = x(t) — ¥(2) G)

Where &(t) is the error signal, x(t) is a desired reference

signal and v(t) is the filter output. The error signal, e(t)is
fed into to the adaptive filter through the adaptation algorithm
at various increments of time, t. Over this time, output of the

adaptive filter, ¥7(t) becomes a better and better match to the

desired reference signal, x[t] through this process [23]. In
this paper, the basic form of the least mean squares (LMS)
adaptation algorithm is used for the fetal heart rate estimation
based on the steepest-descent algorithm origin (4).

a(t+ 1) = a(t) + 2ae(t)x(t)
4)

Where d represents the multiplier filter coefficients and ¢
represents the convergence factor of limit range (5) in order to
ensure the convergence of the algorithm.

0= o= 4)

NE[=2(e)]

N is the order of the filter, E is the expectation operator

and E [:r;2 [L‘]] represents the average power of the input
signal. Based on the simulation model of this paper, the
desired signal is a combination of maternal signal and small
amount of white noise to model measurement probe noise. At
the end of the adaptive process, the fetal ECG signal is
returned as the error signal as the abdominal ECG signal tries
to the match the desired/reference signal, i.e. the maternal
ECG signal. The LMS algorithm used in this paper is of
default 10 multiple coefficients, 0.0001 step size and 1.0
leakage factor. From the obtained fetal ECG signal, the FHR
is estimated at the interval between the first and second peak
(known as the R-R interval) of the obtained signal using a 75"
percentile percent threshold. The threshold is selected in this
way so as to cater for the noise associated with the extracted
fetal ECG signal. Thereafter, the obtained heart rate in
samples is converted and rounded to the nearest figure in bpm
using the sampling frequency.

Time-frequency analysis is the usage of mathematical
expressions known as time-frequency distribution (TFD) for
analysis of time-varying spectra of signals in order to solve
arising problems in different fields [24]. The STFT is the oldest
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linear TFD that uses sliding window to concentrate signal
contents to the time domain [25]. It is mathematically given in

(6).
E'e ) = [ _x(Dwlr — e 2f1ge (6)

Where x (7} is the signal and w{z) is the window function
used for the signal contents concentration. The spectrogram
TFD used in this paper is the square magnitude of the STFT
and allows for better suppression of noise when compared to
the normal STFT. It is mathematically given in (7).

¥ F) = | 2D wle — £) g F2mT df|: @)

The spectrogram output is a function power, time and
frequency and as such further analysis is required before FHR
estimation. This paper identified the use of instantaneous
power (IP) for this further analysis whose output is a function
of power and time only. This IP is obtained from the integral of
the TFD (in this case, the spectrogram) with respect to
frequency, i.e. time marginal [24]. It is mathematically given in

(8).
P = [T_s¥(t, df (8)

However, the obtained IP representation of the abdominal
ECG contains both the maternal and fetal ECG; as such peak
analysis is carried out to extract the fetal R-R interval peaks.
The peak analysis is done using the inbuilt MATLAB
‘findpeaks’ command through specification of minimum peak
height of 0.015W, minimum peak distance of 0.1s (400
samples) and suppression of peak height greater than 0.026W.
These selected values are based on the observation of IP graph
with the objectives of emphasizing the fetal ECG signal peaks.
FHR is simply estimated from the first and second peaks by
measuring their time separation in samples and converted to
the nearest round figure in bpm using the sampling frequency.

IV. RESULTS AND DISCUSSION

To test the performance analysis of the two proposed methods,
a standard FHR of 160 bpm was considered at higher noise
level SNR of -1dB. The SNR in decibels is obtained
mathematically by the expression in (9).

SNR(db) = 10.194910:% )

Where F, is the power of the signal of interest, fetal ECG,

and Py, is the power of the total noise/interferences as given in
(1). A graphical representation of the abdominal signal
containing the fetal ECG and the rest of model noise signals at
chosen test SNR is given in Fig. 2.
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Fig.2.  Graphical depiction of the abdominal ECG at SNR of

-1dB

It can be seen from Fig. 2 that there are various peaks and
sub peaks in the plot indicating the mixture of different ECG
signals and noises. The adaptive filtering technique described
in section was then applied to the abdominal ECG signal and
the fetal ECG signal is extracted before FHR estimation from
this signal. The extracted fetal ECG is shown in Fig. 3.
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Fig.3. The extracted fetal ECG signal using adaptive

filtering

It is seen from Fig 3 that the fetal peaks are clear and as
such FHR is estimated easily by counting the number of
samples within the specified threshold of 75 percentile of the
maximum peak. The threshold caters for the noise within the
fetal ECG signal that the adaptive filtering couldn’t cater for.
It is also important to point out that fetal ECG of Fig.3 shows
different aspect of an ECG signal such as the S and T points of
an ECG signal, but however irrelevant to this research as the
scope of the paper is restricted to FHR estimation. After
successful FHR estimation using the adaptive filtering, the
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time-frequency analysis is applied to the abdominal ECG of
Fig. 2 using the aforementioned spectrogram and IP is
obtained from its output wusing (8). The graphical
representation of obtained IP is shown in Fig. 4.
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Fig.4.  The IP representation of abdominal ECG signal

It is observed from Fig. 4 that the time-frequency analysis
emphasized the peak contents of the abdominal ECG signal
containing the fetal and propagated maternal ECG signal.
Therefore this paper undertook further analysis involving peak
analysis as described in the methodology section carefully
guided by the extracted fetal ECG signal of Fig. 3. The stem
plot of the refined peaks of the obtained IP is given in Fig. 5
for graphical appreciation.

Refined Peaks of TFD IP
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Fig.5.  Refined peaks of the abdonimal ECG IP

It will be observed that peaks of the stem plot of Fig. 5
correspond to those of extracted fetal ECG signal of Fig. 3.
This therefore indicated that FHR can easily be obtained by
measuring the intervals between the peaks. However, a key
difference in FHR estimation from the time-frequency

analysis is the absence of threshold requirement as the
refinement process has already emphasized the desired R-R
peak for the estimation. Furthermore, it can also be observed
form Fig. 5. that peak refinement process is not completely
accurate due to the failure to suppress some unwanted peaks
around between 2nd and 3rd seconds of observation. Further
research will involve investigating this limitation and
proposing solutions.

V. CONCLUSION

The paper presented two key methods for FHR estimation of
a simulated abdominal ECG signal at standard FHR of 160bpm
and SNR of -1dB. The adaptive filtering techniques based on
LMS algorithm was one of these methods while the other was
time-frequency based on spectrogram TFD. FHR is obtained
from both methods by measuring 1* and 2™ peak interval (R-R
interval) in samples and conversion to bpm with the aid of
sampling frequency. Choice of method for accurate FHR
estimation will depend on available resources. A reference
signal is required for adaptive filtering while more subsequent
analyses are required for time-frequency analysis. Further
research will explore the estimation accuracies of different
FHR values including non-standard ones at different SNRs to
determine other strengths and weaknesses of proposed
methods. Furthermore, computational complexity analysis as
performance indication can also be carried out in order to
determine practical implementation complexities.
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Abstract—Faults are a major problem encountered by
power system operators particularly single-line-to-ground
faults. To mitigate such faults and assure enhanced
services to consumers, power system operators need to
deploy appropriate hard and soft-computing solutions. In
this paper, we present a novel approach to fault
mitigation based on a new type of artificial intelligence
technique dedicated to time series prediction called
Auditory Machine Intelligence (AMI). The actual fault
mitigation approach uses a Resonant Fault Current
Limiter (RFCL) to fine-tune inductances in circuit in
order to estimate the clearance times for a fault. The fault
mitigation approach is cast as a time series problem
where the resonant inductances (L) and associated
clearance times (z) are re-sequenced in a temporal
aggregated fashion; this approach is then applied to a
double-circuit transmission line (Alaoji-Afam sub-
transmission) of the Nigerian power network. The results
using the proposed technique on a generated L-¢. sequence
are compared with that of the Group Method of Data
Handling for time series (GMDH e-series) Which is a state-
of-the-art neural network; the results indicate that the
both techniques are competitive but the AMI technique
will outperform the GMDH e series t0 the tune of 0.57%
for a number of GMDH yeseries and AMI equal
simulation trials.

Index Terms— artificial intelligence, fault mitigation, prediction,
power systems.

I. INTRODUCTION

One of the important challenges of electrical power
systems is the provision of a reliable fault-free power network.
However, due to the complexity of existing power networks
and incessant dynamic changes in today’s power system
network, it is difficult if not entirely impossible to attain a
fault-free power system network state. Thus, depending on the

Emmanuel N. Osegi
Dept. of Information Technology
NOUN
Nigeria
emmaosegi@gmail.com

fault prevention requirements or particular mitigation solution
needed, different solutions exist. For instance, fault mitigation
strategies have been proposed based on the idea of optimal
power flow and the knocking down of power transmission
lines [1] or in the use of High Order Statistics (HOS) and
Artificial Neural Networks (ANNs) for protecting
transmission lines [2]. These active research directions are
typically geared towards devising means or techniques for
assuring the security and reliability of the power system
network in the context of fault prevention. As the demand for
increased reliability and security of power system network
increase, the research for alternate fault mitigation approaches
is also on the increase; several works abound with different
solution context or objectives, as can be found in [3-10].
However, we can still see that the primary objective of these
solution methods is to mitigate faults that occur on the
transmission lines. In this paper, we investigate the potential
of predictive fault mitigation in the context of Resonant Fault
Current Limiting (RFCL) protection of power transmission
lines during three-phase faults on the Alaoji-Afam sub-
transmission.

Our primary objective in this research paper will be to
predict the clearance time of a faulted circuit given the amount
of resonant inductance inserted into a Resonant Fault Current
Limiting (RFCL) circuit.

II. METHODOLOGY

A. Resonant Fault Current Limiting

Resonant Fault Current Limiting (RFCL) is a fault
mitigation measure that uses the concept of in-or-out-of-circuit
inductance to minimize the short-circuit current that flows in
the power system circuit during a three-phase fault. In
principle, an RFCL will offer zero impedance in the fault
mitigation circuit under normal situations and induce an
inductance in the circuit under fault situations.

In an RFCL, the current flow in the FCL part of the fault
mitigation circuitry and the voltage drop across the RFCL can
be computed using (1) and (2) as:



ir=cy ove, Ve (1)
dt R}
8’
= -1 @

where,

R} = resistance offered by the Metal-oxide varistor
(MOV) or surge arrester

C/= capacitance of resonant circuit

L= inductance of resonant circuit
v/ = voltage across the RFCL circuit
i = current flowing through the RFCL circuit

v, = voltage across the capacitor of the resonant
circuit
i7 . .
7"2 rate of change of current flow in the inductor
t
of the resonant circuit
ove 4

dt

= rate of change of voltage across the

capacitor of the resonant circuit
p = a superscript denoting the phase quantities
k = a subscript denoting the time quantities

A comprehensive detail of the RFCL model applied in this
work can be found in [11].

For the purpose of fault simulations, we have adopted the
flow diagram of an RFCL simulation model (see Fig.1) which
is described as follows:

1. Define the Alaoji-Afam sub-transmission line

ALAOTI-AFAM TR ANSMISSION LINE MODEL

|

FAULT SIMULATOR MODEL

[

RFCL MODEL

Is Fault
present?

RFCL (In-circuit)

‘ MULTIMETER MODEL |

]

‘ {, - computation

l RECL (by-pass activated)
Stop

Fig.1: Flow Diagram for Fault Mitigation Simulation

parameters.

il. Initiate/or de-activate a fault on say Phase-A in
circuit 1.

1. If fault is initiated in Step-2 above, adjust
inductance, L accordingly using a pre-defined
value.

iv. Run the simulation model

V. Read and record the clearance time (z.) for the

considered L value.

Vi. Repeat aforementioned steps until the desired
number of L values and corresponding clearance
times (z.) have been estimated.

Note that the fault is initiated in fault simulator model and
the fault limit in the RFCL model; estimates for clearance
times for each L considered are obtained from the multi-meter
model after a simulation run.

B. Auditory Machine Intelligence Technique

The Auditory Machine Intelligence (AMI) introduced
earlier in [12] under the name “Deviant Learning Algorithm”
is a novel type of deterministic artificial intelligence technique
for time series prediction. AMI was developed in [13] to
exploit the idea and findings about the mismatch negativity
effect (MMN) to build an algorithm that can give more precise
predictions in a timely manner. This algorithm basically
occurs in two-phases: Phase-1 or low-level prediction that
make a prediction in the current time step based on a history
of data points in the previous time step and a Phase-2 or high-
level prediction that performs look-ahead predictions several
time steps ahead. The AMI is currently on an experimental
phase but the algorithm is sound enough to be applied across
different domains or problem types requiring a predictive
solution. For full details about this approach, the readers are
referred to [12-14].

In the current version, the AMI uses only a Phase-1
prediction. The interesting features of the AMI is that it
specifically requires only the computation of a single formula
and does not require a stochastic fine-tuning or perturbation to
learn on the data; in fact, in the AMI, no parametrization is
needed implying that we do not need to fine tune any
parameter to learn on the data.

In the AMI, sequences of data points (values) are learnt
sequentially or temporally in an adaptive manner and a mean
deviant point estimated using (3):

HZ( [fdsl}sm.m,]—z 3)

n+l

dev(mean)




n = number of temporally aggregated sequences

Sdeviam: = the (m-1)th value of a temporal aggregated

sequence
S,.» = the difference between Sy, iz and S
where,

Svtars =
sequence

the (n-2)th values of a temporal aggregated

To make a prediction, the formula in equation (4) is used
as:

Spred = Sdeviant + Sdev(mean) (4)

The mathematical treatment of Phase-1 in the AMI is
provided in [13].

III. EXPERIMENTAL DETAILS AND RESULTS

A. Experimental details

Experiments have been performed using the MATLAB-
SIMULINK software tool. The experiments study the
prediction performance of the proposed Auditory Machine
Intelligence (AMI) technique in relation to the Group Method
of Data Handling (GMDH) technique. These predictions are
interpreted in terms of the Mean Absolute Percentage Error
(MAPE), a popular metric for assessing the quality of time
series data prediction.

The experiments use a SIMULINK model of the Alaoji-
Afam sub-transmission (see Fig. 2 in Appendix) for
generating L-t, sequence data used in the predictions; this data
can be re-sequenced using the temporal-aggregation procedure
proposed in [14]. The re-sequenced data is provided in Table

L (H) t (ms)
0.0020 21.70
0.0100 20.40
0.1000 16.70
0.2000 16.70
0.3000 16.70
0.4000 16.70
0.5000 16.70

I. The AMI code has been developed in the MATLAB
language and is available in the MATLAB central repository.

TABLE L. L-t. Sequence Data
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1) The Group Method of Data Handling

The Group Method of Data Handling (GMDH) is a
polynomial root-finding inductive and self-organizing deep
learning neural network that was originally invented in [15] to
tackle the limitations and inherent challenges faced in the
reproduction of reliable multi-layered feed-forward neural
networks; this type of neural network is characterized by
possessing very deep layers [16]. In this study, we use the
GMDH for time series (GMDH (pe-series) Which have been
developed in the MATLAB language by the Yarpiz team

(www.yarpiz.com).

B. Results

Simulation results considering base parameters of GMDH
were performed for 10 different simulation trial runs; the AMI
program was also run for the same number of trial runs. The
estimated Mean Absolute Percentage Errors (MAPE) for each

Simulation
Step Count GMDHwape AMInmare
1 0.1560 02501
2 02513 02501
3 0.1560 02501
4 0.1705 02501
3 0.2244 02501
6 0.4227 0.2501
7 0.4328 02501
8 02238 02501
9 0.4198 02501
10 0.1781 0.2501
Mean: 0.2635 02501

of the different simulation runs are presented in Table II.

From the results in Table II, it is clear that the GMDH
exhibit stochastic behavior as the MAPE predictions are
variable across most of the simulation trials while on the other
hand, the AMI exhibit deterministic behavior with a constant
MAPE prediction. Also, GMDH gives least and maximum
MAPE value on certain trial runs (see MAPE values 0.1560
under GMDH column in Table II). In general, the AMI
technique will give a better prediction on the average when
compared to the GMDH.
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IV. CONCLUSIONS AND FUTURE WORK

A Resonant Fault Current Limiting (RFCL) prediction
technique for mitigating faults on a sub-transmission network
is presented. The prediction technique is based on an
Artificial Intelligence (Al) technique called the Auditory
Machine Intelligence (AMI) which is well suited for time
series data prediction. The AMI technique was compared to
another very popular and well-studied prediction technique
called the Group Method of Data Handling (GMDH) for the
task of predicting the clearance time given the amount of
resonant inductance inserted into the Fault Current Limit
(FCL) part of an RFCL circuit. The results of simulations are
promising for the new (AMI) technique indicating that
deterministic Al techniques with a very simple algorithm can
still outperform stochastic alternatives with very complex
structures. Therefore, the paper’s contribution to knowledge
is in the application of this Al technique to fault mitigation on
power system sub-transmission networks.

Future research directions include the prediction of the short-
circuit level and clearance times under noisy and calm
conditions and its application in real-time embedded
automatic power systems fault mitigation and control
circuitry.
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Abstract— Lassa fever also known as Lassa Hemorrhagic Fever
(LHF) is a zoonotic disease, meaning that humans become
infected from contact with infected animals. About 80% of the
people who become infected with Lassa virus have no specific
symptoms. One in every five infections is severe, in which the
virus affects several organs such as liver, spleen and Kkidney,
which has become very worrisome. Research has shown that
diagnosing Lassa fever is clinically difficult. In this study, we
identified from literature that rule-based, fuzzy logic and Neuro-
fuzzy based techniques are the only approach that has been used
to develop an expert system for diagnosing the dreaded Lassa
fever to aid clinical decisions. However, it is noted that rule-based
expert systems cannot be very efficient in the design and
development of expert systems based on its shortcomings such as
opaque relations between rules, ineffective search strategy, and
its inability to learn. While using fuzzy based techniques only for
designing expert system is also less efficient when compared to
the hybrid approach in terms of learning and other measures.
We developed a web-based intelligent hybrid expert system
driven by Neural Network (NN), Fuzzy logic (FL) and Case
Based Reasoning (CBR) using JavaScript, HTML, CSS, MySQL
based on wide coverage area usage. The system was tested using
about 17 laboratory confirmed positive cases dataset. The test
results revealed that the performance of our model developed is
efficient, fast and also consistent with the specialist opinion with
about 94.12% classification accuracy rate, and about 5.88%
classification error rate.

Keywords— Intelligent, Hybrid Model, Neuro-fuzzy CBR, Expert
System, Lassa fever

I. INTRODUCTION

Lassa fever is an acute viral haemorrhagic fever that is
awfully infectious [1]. Lassa fever occurs very frequently in
different parts of Nigeria and affects approximately 100,000-
500,000 persons per year in West Africa [2]. The fever was
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first exposed and reported in a town called Lassa in Borno
State, Nigeria.

According to Eze et al [3] the Lassa fever virus is a single
stranded RNA virus belonging to the arenaviridae family.

The incubation period for Lassa fever varies between 6 —
21 days. It is indicative and typically characterized by
involuntary impulse to vomit, abnormal and frequent stooling,
abdominal pain, sore throat, liver enlargement, inflammation
of the membranous sac enclosing the heart, low blood
pressure, fast heart rate, cough, chest pain, shortest of breath,
severe headache, hearing loss, and body temperature above
38°C [4] - [5]-

Lassa virus is zoonotic [42] — [43] and infected rodents in
the mastomysnatalensis species complex are reservoirs
capable of excreting the virus through urine, saliva, excreta
and other body fluids to man [3]. Lassa fever presents no
definite signs; clinical analysis is often problematic especially
at the early onset of the disease. Accurate diagnosis therefore
can be assisted with differential laboratory testing, clinical
manifestations, epidemiological findings since definitive
diagnosis requires investigations available only in highly
specialized laboratories [6]. Early diagnosis and treatment of
Lassa fever is very vital for survival. It requires specific
treatment using the guanosine analogue ribavirin and special
caution must be taken to circumvent spread of the disease [7].

Expert systems use human knowledge to solve
problems which could normally require human intelligence.
These Expert Systems represent the expertise knowledge as
data or rules within the computer. These rules and data can be
called upon when needed to solve problems. There are so
much knowledge embedded in books and manuals, this
knowledge cannot be useful if they are not read and
interpreted by humans. Majority of Expert Systems are
developed through specialized software called shells.
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An Expert System shell is a software development
environment containing the basic components for building
expert system. It does not contain knowledge experts in a
particular area. Thus, the shell-based approaches for building a
system focus mainly on the system components but little on
the user interface, making shell-based systems very suitable
for users with programming skills [8].

Artificial Neural Network (ANN) as a tool for medical
diagnosis has become the most popular in the last few decades
due to its feasibility and accuracy. ANN was developed after
getting inspiration from biological neurons [9]. Neural
networks employs learning paradigm that includes supervised,
unsupervised and reinforcement learning [10]. It has been
applied in stock market, prediction, credit assignment,
monitoring the condition of machinery and medical diagnosis

[11].

Fuzzy Expert System is an Expert System that uses fuzzy
logic instead of Boolean logic. Fuzzy Expert System is a
collection of fuzzy rules and membership functions that are
used to reason about data [12]. Fuzzy logic was introduced in
the 1930 by Jan Lukasiewicz, a Polish Philosopher (extended
the truth tables between 0 and 1). In 1937, Max Black defined
first sample fuzzy set in 1965, Lotfi Zadeh rediscovered
fuzziness, identified and explored it [13].

Neuro fuzzy systems are a kind of enhancement over
simple fuzzy expert systems. The term neuro-fuzzy derives
from the terms ANN and fuzzy logic [14]. The term neuro-
fuzzy was first proposed by J.S.R. Jang. A Neuro Fuzzy
system is actually based on a fuzzy system with a trained
learning algorithm that has been designed from neural
network. The learning procedure which is heuristic in nature
mainly applies on the host data, and doing modification for
making developed training sets with fuzzy system. Neuro-
fuzzy is one of the most advanced techniques that are mainly
concatenation of two model-neural networks and the fuzzy
logic for solving complex problems of this nature [15].

1.1 Statement of the problem

Traditional rule-based expert system have been used over
the time past to design expert systems for diagnosing medical
conditions such as malaria fever, typhoid fever, leukemia,
cerebral palsy, viral infection, influenza [16] - [21].

Literature also shows that rule-based and fuzzy logic are
the only approach that has been used to design an expert
system for diagnosing the dreaded Lassa fever [22] — [23].

However, due to the shortcomings of rule-based expert
systems in the areas of opaque relations between rules,
ineffective search strategy, imprecision tolerance, adaptability,
knowledge discovery and inability to learn. These
shortcomings have made expert systems based on rule base
very rigid and less efficient. While using fuzzy based
techniques only for designing expert system is also less
efficient in its inability to learn but also good in areas like
knowledge representation, uncertainty tolerance, imprecision
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tolerance, and explanation ability. Also, the adaptive neuro-
fuzzy expert system developed to predict a suspected case of
Lassa fever [49] cannot be fully evaluated based on human
expert opinion that is based of laboratory results. Moreover,
the system accepts only few input parameters.

As a follow up from above, combining the strength of
Fuzzy Logic (FL), Case Based Reasoning (CBR), alongside
Artificial Neural Network (ANN) in the areas of learning
ability, maintainability, knowledge recovery, adaptability,
uncertainty tolerance, and imprecision tolerance is a better
choice of forming an intelligent hybrid model for diagnosing
Lassa fever that will yield a more effective and efficient result
for better decision making by medical practitioners.

1.1 Aim and Objectives of the Study

The overall aim of this study is to develop an intelligent
hybrid expert system for diagnosis of Lassa fever using
Neuro-fuzzy Case Based Reasoning approach.

The specific objectives of the study are:

i. To capture user’s responses and accurately analyze and
diagnose the signs/symptoms in order to detect
suspected case of Lassa fever using the neural network
and case based reasoning techniques.

ii. To further classify the diagnosed suspected Lassa fever
case into degree of severity “Mild”, “Moderate” and
“Severe” using the fuzzy logic model.

iii. To generate result for patient that can aid quick decision
making by medical practitioners.

II. RELATED WORKS

In this section, we reviewed about twelve (12) related
research work done on expert systems for medical diagnosis
using hybridized approach.

Imianvan and Obi [24] designed a cognitive neuro-fuzzy
expert system for hypotension control. The system was
designed using a set of eight (8) clinical symptoms as input
and the output was clustered into Low, Moderate and High.
The neuro-fuzzy model was developed using Microsoft
Access and Microsoft Visual Basic. Neuro-solution and
Crystal report were used in the neural network analysis and
graphical representations, while Unified Modeling Language
(UML) was used to depict the system in different views. The
proposed system is seen to be self-learning, adaptive and is
able to handle the uncertainties often seen with the diagnosis
of hypotension.

Similarly, Obi and Imianvan [17] designed an interactive
neuro-fuzzy expert system for diagnosis of Leukemia. The
system was designed using a typical dataset containing
fourteen (14) clinical symptoms and the output was structured
into three clusters (With Leukemia, Might be Leukemia, Not
Leukemia). The neuro-fuzzy model was developed using
Microsoft Excel, Microsoft Access and Microsoft Visual
Basic. The Neuro-solution and Crystal report were used in the
neural network analysis and graphical representations.
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Ephzibah and Sundarapandian [25] developed Neuro-
fuzzy expert system for heart disease diagnosis. The neuro-
fuzzy system incorporated the human-like reasoning style of
fuzzy systems through the use of fuzzy sets and a linguistic
model consisting of IF-THEN fuzzy rules. The model
classification system is seen to be effective in the heart disease
diagnosis.

The research work of Tom and Anebo [26] proposed a
Neuro-fuzzy model for diagnosis of Monkeypox diseases. A
dataset of 18 symptoms were captured to form the rule-base,
and the output was designed to be classified into mild,
moderate, severe and very severe. A simulation of the
proposed model was done wusing Matrix Laboratory
(MATLAB). The system as recommended is a decision
support system for young medical practitioners.

In a similar study done by Shaabani, Banirostam and
Hedayati [27], a neuro-fuzzy system was implemented to
diagnose multiple Sclerosis. Back Propagation and Least
Square Error (LSE) were the training techniques used and the
K-fold cross validation was used to optimize the input/output.
The system was implemented using MATLAB. The simulated
results showed that the proposed system has about 96%
accuracy.

A Neuro-fuzzy system for the classification of cells as
cancerous or non-cancerous was developed by [28]. Images of
cells were pre-processed using median filter algorithm, while
segmentation was done using marker-controlled watershed
algorithm and finally, gray-level co-occurrence was used in
the extraction process. The computed topography scan image
dataset of the lung cell was downloaded from the cancer
imaging archive dataset. ANN Back propagation algorithm
was used in training the system, while the cancerous cells
were passed into the fuzzy inference engine for classification.
Results showed about 70% accuracy and 89% precision.

Egwali and Obi [29] also proposed an adaptive neuro-
fuzzy model for diagnosing Ebola Hemorrhagic Fever (EHF).
The proposed system used nine (9) clinical symptoms of the
EHF and 29 clinical signs and symptoms further classified
into 5 Tiers. Back propagation learning algorithm was used in
the training. MATLAB and Fuzzy Logic tool box were used to
simulate the entire process.

A hybrid neuro-fuzzy expert system for diagnosing thyroid
diseases was proposed by [30]. The dataset used in the system
was obtained from the UCI machine learning repository, and
the dataset were preprocessed using Microsoft Excel to
organize and classify the dataset values before being used in
the expert system. Back propagation and fuzzy logic were
used in the training. Results showed that the system could
classify into three categories; which are normal, hyper and
hypo.

Goni et al [31] developed an intelligent system for
diagnosing Tuberculosis using adaptive neuro-fuzzy
methodology. About eleven symptoms of tuberculosis which
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are persistent were used and the system was able to categorize
the severity level as mild, moderate, severe and very severe. A
yes or no served as input to the adaptive neuro-fuzzy inference
system. MATLAB 7.0 was used to simulate the entire process.

In similar manner, a neuro-fuzzy approach for diagnosing
and controlling tuberculosis was also proposed by [32]. The
system consists of 11 input variables as symptoms and a rule
base that consist of about 120 rules to determine the output
parameter. The center of gravity method for defuzzification
was also used in the research work. Simulation of the system
was also done using MATLAB 7.0

Also, Maskara, Kushwaha and Bhardwaj [33] emphasized
on the power of neuro-fuzzy system in developing an expert
system for diagnosing diseases to the India people who cannot
afford to consult the expert doctors owing to high consultation
fees and unavailability of expert in rural areas. Results
revealed that the expert system is fast and perfect for disease
diagnosis and recommended for any patient or doctors.

An ARM Cortex-M3 Based Interactive Neuro Fuzzy
Expert System was proposed by [34] for diagnosing Breast
Cancer in order to assist physicians, radiologist and others in
clinical diagnosis. They designed the breast cancer detection
rules using digital Mammographic dataset. The proposed
system used a wide range of Breast Imaging Reporting and
Data System (BIRAD) classification schemes in order to
enhance the level diagnosis accuracy.

A case of lung disease prediction based on the observed
symptom value using hybrid neuro-fuzzy system was also
proposed by [35]. The significant symptoms were identified
based on Pearson’s correlations performed on all the observed
data. The proposed system achieved a sensitivity, specificity
and accuracy of 100%, 75% and 95% respectively. The
experimental results revealed that the performance of the
proposed system was comparable with other standard
measures.

1. METHODOLOGY

This section discusses the area of study of the research
work, the data gathering methods used and the research design
methods.

3.1 Area of Study

The research work was conducted in Irrua Specialist
Teaching Hospital (ISTH) formerly Otibhor Okhae Teaching
Hospital (OOTH). ISTH was established by Decree 92 of
1993 as the 14™ Teaching Hospital in Nigeria to provide
tertiary health care delivery services to the people of Edo State
and beyond.

The hospital is located in Irrua town, Edo Central
Senatorial District, along the Benin-Abuja highway at about
87 kilometers north of Benin City, the Edo State Capital. The
Location of the Hospital on the Benin-Abuja highway has
positioned it to become a notable Centre for the Treatment of
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Accident Victims and the dreaded Lassa fever at the teaching
hospital Institute of Lassa Fever Research and Control
(ILFRC). The hospital was commissioned on the 21st of
November 1991 by the former Vice President of the Federal
Republic of Nigeria, Admiral Augustus Aikhomu. Clinical
activities did not however, commence until May, 1993.

32 Sources of Data
The data for this study was gathered using both primary
and secondary sources.

The secondary data came from Journals, conference
proceedings and documentary which were used as the basis
for forming most of the twenty-nine signs and clinical
symptoms established (See Table 1)

TABLE 1: Signs and clinical symptoms of Lassa fever

Symptoms Code
Involuntary impulse to vomit [40 —41], [46 - 48] P01
Abnormal and frequent stooling [40 - 41, 48] P02
Abdominal pain [40 —41], [46 - 48] P03
Infrequent and difficulty in stooling P04
Difficulty swallowing P05
Liver enlargement [4] — [5] P06
Yellow discoloration of the skin, whites of the eyes,

etc P07
Inflammation of the membranous sac enclosing the

heart P08
High blood pressure P09
Low blood pressure P10
Fast heart rate [4] — [5] P11
Cough [43] P12
Chest pain [43] P13
Shortness of breath P14
Sore throat [40] — [42] P15
Abnormal sleepiness or sleeping sickness P16
Severe headache, and stiffness of the neck or back

muscles [4] — [5] P17
Hearing loss involving one side only or double

sides [4-5, 41] P18
Loss of attention or sleepiness or an outburst of

great uncontrollable laughter with loss of

consciousness P19
Body temperature > 37 °C [41] P20
Dehydration P21
General body weakness [41] P22
Abnormal large amount of protein in the urine

[41, 48] P23
Swollen face [40] —[41] P24
Mucosal bleeding (Mouth, Nose, and Eyes) [44-45] P25
Abnormal decrease in the number of blood platelets | P26
Internal bleeding [40] P27
Frequent backache [4-5, 41] P28
Confusion or disorientation P29
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The primary source of data came from both observation
and key informant interview.

We observed the Polymerase Chain Reaction (PCR)
procedures among other methods used in the laboratory for
diagnosing Lassa fever. We also had detailed interview
sessions with both medical doctors and medical laboratory
scientist in the key domain area of our research. The
information gathered assisted to a large extent in forming the
basis of establishing the weight values assigned to the
different symptoms used for computation by the neural
network (See Tables 2, 3 and 4) and the clustering into
different degrees of severity using the fuzzy rules (See Figure
2).

TABLE 2: Weight value for the first stage diagnosis

Code Fixed Responses
3;[1)3; Yes No Not Sure

P01 1 2 0.5 1
P02 1 2 0.5 1
P03 2 2 0.5 1
P04 1 2 0.5 1
P05 1 2 0.5 1
P06 2 2 0.5 1
P07 2 2 0.5 1
P08 2 2 0.5 1
P09 1 2 0.5 1
P10 2 2 0.5 1
P11 1 2 0.5 1
P12 1 2 0.5 1
P13 1 2 0.5 1
P14 1 2 0.5 1
P15 1 2 0.5 1
P16 1 2 0.5 1
P17 1 2 0.5 1
P18 2 2 0.5 1
P19 1 2 0.5 1
P20 2 2 0.5 1
P21 1 2 0.5 1
P22 2 2 0.5 1
P23 2 2 0.5 1
P24 2 2 0.5 1
P25 2 2 0.5 1
P26 2 2 0.5 1
P27 2 2 0.5 1
P28 1 2 0.5 1
P29 2 2 0.5 1
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TABLE 3: Weight value for the second stage diagnosis (BP and Temp)

Code Input value | Value < 100 Value > 100
P30 2 2 1

Code Input value | Value > 39 Value < 39
P31 2 2 1

TABLE 4: Weight value for the third stage diagnosis

Code Various Input Weights
Fixed Yes No Not Sure
input
value

P32 2 2 0.5 1

P33 2 2 0.5 1

P34 2 2 0.5 1

33 The Proposed Neuro-fuzzy CBR Architecture

System architecture can be referred to as the intangible
model that  defines  the arrangement, comportment, and
more views of a system [36]. It is also known as a formal
description and representation of a system which is organized
in a way that supports reasoning about
the structures and behaviors of the system. A  system
architecture consist of system modules and the sub-systems
developed, that will work together to implement the overall
system [37] — [38].

Figure 1 depicts the proposed Neuro-fuzzy CBR
architectural blueprint for detecting suspected cases of Lassa
fever and classification of the suspected cases detected into
various degrees of severity.

The Neuro-fuzzy CBR Algorithm developed by [39] was
adopted for explaining the system architectural blueprint
presented in Figure 1, because it provides a self-learning and
adaptive system that is capable of handling uncertainty and
imprecise data as if it was a human expert.

Step 1: Input observed personal symptoms as a new case
Step 2: Submit the input symptoms for diagnoses

Step 3: Activate the Euclidean distance as a Nearest Neighbor
Algorithm

Step 4: Compare the new case with all the sets of past
confirmed positive and negative Cases stored in the Case
Based Library for a measure of similarity match using the
Euclidean distance model
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f 2 2 2 2
V[(ay—ay)? +(by— b))+ (g —e)* + +(z,— 2,)7]
Step 5: Which past case does the new case resemble the most?

Step 6: IF a measure of similarity match is found Continue
processing Else Goto Step 9

Step 7: Re-use that solution of the most similar past Case

Step 8: Adapt the past Case solution to get a solution for the
new Case using the Neural Network Model

Step 9: Activate the Neural Network (NN) Model
Step 10: Compute for X = ¥, x; * w;
Step 11: Compute for

Step 12: Activate the Fuzzy Logic (FL) Model to classify the
final output from the neural network into its degree of severity
based on the initial twenty-nine clinical symptoms observed.

Step 13: Compute for degree of severity

Y= 2 La(xd)

Step 14: generated classified output:

Rl 1 Fa T ol ¥4
| v il Wo = r

|

~
= U,

to 07 =V =

=
-]

!

08=Y = 1.0
Step 15: Retain the new Case and its solution into the Case
Based Library for reference purpose in solving future cases.

Step 16: Update the Case Based Library.

The thirty-four (34) input parameters fed into the system in
two diagnostic stages by a given user (patient) in Figure 1 are
obtained from users experiences in form of signs and also their
laboratory results if known and available for usage.
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Figure 1: Neuro-Fuzzy CBR Architecture Adopted from [39]
C O wabes ~aw m e
o Ph.D Research work by: OKOH, N. A. O. e A
Rule 1: IF (60 < ¥ < 70) o Fillform to Registr

THEN SUSPECTED Lassa fever CASE is MILD
Rule 2: IF (70 = ¥ << B0)

THEN SUSPECTED Lassa fever CASE is MODERATE
Rule 3: IF (20 < ¥ < 100)

THEN SUSPECTED Lassa fever CASE is SEVERE

Figure 2: Derived Fuzzy rule for classification [39]

IV. RESULTS AND DISCUSSION

This section discusses the results obtained from the Figure 3: Signup interface for registering new user
research work carried out. Figures 3,4,5,6,7,8,9, 10 and 11
depict screenshots of the different interface that can be used to
perform certain actions as a result of the developed intelligent
hybrid expert system for diagnosis of Lassa fever.
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Figure 6b: Interface for capturing patient’s sign/symptoms
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4.1 Evaluation of expert system techniques

This section shows the evaluation of the number of
techniques used in implementing our expert system model as
Page
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compared to four different research scholars techniques used
for analyzing and diagnosing Lassa fever.

Table 5 reveals the different types of techniques used in
developing the expert system.
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Figure 12: Graphical representation of Table 5
Figure 12 depicts the graphical representation of the
techniques used in Table 5 in terms of percentage rating.
Tables 6 shows a sample dataset of patients and laboratory
results confirming them as positive cases against our
implemented intelligent hybrid expert system results for
diagnosing Lassa fever. Table 7 shows a comparative
summary of the sample dataset shown in Table 6.
TABLE 6: Sample dataset and diagnostic results
SIGNS AND CLINICAL SYMPTOMS RESULTS
INTELLIGENT| EXPERT
HYBRID OPINION
CASE EXPERT BASED ON
FILE SYSTEM LAB
NO. [P0l [P02|P03|P04 |PO5 |P06[P07 [PO8 |P09 |P10 (P11 [PI2 P13 |P14 |PI5 |P16|P17 [P18 [P19 |P20 |P21 |P22 |P23 |P24 |P25 |P26 |P27 |P28 P29 (P30 |[P31 [P32 P33 |P34 RESULT RESULTS
CF001 |Yes [No |Yes [No [Yes [No [Yes [No |Yes |[No [Yes |[No |Yes |[No |Yes [No |Yes [No [Yes [No [Yes |No |Yes [No [Yes |No |Yes [No [Yes |No 99| 32|Yes |No [LF SUSPECTED|SUSPECTED
Not Not Not |Not Not [Not Not Not |Not
CF002 |Yes |Yes |Yes |[No |[No |Sure[No |Sure [No |Sure |Sure |Yes |Yes |Yes |Yes [Yes |Yes |[Yes |Sure [Sure [Yes |Yes |Sure [No [Yes |Sure |Sure|Yes |Yes [Yes 100| 38|Yes |Yes |LF SUSPECTED|SUSPECTED
Not [Not Not Not [Not
CF003 |Yes |No |Yes|Yes |[No |Yes [No |No [No [Sure |Sure |Yes |Yes |Yes |Yes [Yes |Yes [Yes |No [Sure|Yes |Yes |No [No [Yes |Sure |Sure|Yes |Yes [Yes 99| 40]Yes [Yes |LF SUSPECTED|SUSPECTED
Not Not Not Not Not
CF004 |Yes |No |Yes |Sure |[No |Yes [No |Yes [Sure|No |Yes |No |Sure|Yes |No [Yes |No Yes [No [Yes |[No |Yes |No |Sure|No [Sure|Yes |[No |Yes [No 120 40|Yes |Yes |LF SUSPECTED|SUSPECTED
Not [Not [Not |Not [Not Not
CF005 |[Yes [No |Yes [No [Yes [No [No [No |No |Sure [Sure |Sure|Sure|Sure |No [No [No [No |[No ([Sure|No |Yes |[No [Yes [No |Yes |No |Yes [No |Yes 120 40|No |Yes |LF ABSSENT |SUSPECTED
Not Not Not Not Not Not Not
CF006 |Yes [No |Yes [No [No [Sure[No [Sure |[No |Sure [No |[Yes |Yes |Sure |Yes [Yes |Yes [Yes |[Yes [Sure|Yes |Yes |Sure [Yes |[Yes |Sure |Yes |Yes |[Yes |Yes 100] 39|Yes |Yes |LF SUSPECTED|SUSPECTED
Not Not [Not
CF007 |Yes [No |Yes [Sure [No [Yes |Yes [Yes |Yes |[No [Yes |Yes |Yes |Yes |No [Yes |Yes [Yes |[Yes [Yes |[Yes |Yes |Sure [Sure [Yes |Yes |Yes |Yes |[Yes |Yes 100] 39|Yes |Yes |LF SUSPECTED|SUSPECTED
Not |Not [Not Not |Not Not Not
CF008 [No [Yes |Yes [No [No [Sure[Sure [Sure |No |Sure [Sure |[Yes |Yes |Yes |Yes [No |Yes [Yes [No [Yes [Yes |Yes |Sure [No [Yes |Sure|Yes |Yes [Yes |Yes 100 40]Yes |Yes [LF SUSPECTED|SUSPECTED
Not |Not [Not Not [Not Not [Not Not
CF009 |No |No |Yes |No Yes [No |No [Sure |Sure |Sure |Yes [Yes [Yes [No Yes [No |No Sure |Sure |Yes |Yes [Yes |Sure |Sure [No |Sure|Yes |Yes [No |Yes 100 39|Yes |Yes |LF SUSPECTED|SUSPECTED
Not [Not |Not Not Not
CF010 |No |No |No |Yes |Yes |Yes [Yes |Yes [No |Yes |Yes |Yes |Yes |Yes |Yes [Yes |Yes |[Yes |Yes [Yes |Yes |Sure|Sure [Sure [Yes |Sure|Yes |Yes |Sure [Yes 100 40|Yes |Yes |LF SUSPECTED|SUSPECTED
Not [Not Not Not [Not Not Not [Not Not Not
CFo11  |No |No |Yes|Yes [Sure |Sure|No [Sure |No [Sure |Sure |Yes |Yes [Yes |Yes [Sure[No [Yes [Sure [Sure [Yes |Yes [Sure |[No |Yes [Sure|Yes |Yes [Yes |Yes | 100] 40|Yes |Yes |LF SUSPECTED|SUSPECTED
Not Not Not Not Not Not Not Not
CF012 [No [No |Yes [No [Yes [Sure[No [Sure |[No |Sure [Yes |Yes |Yes |Yes |Yes [Sure|Yes [Sure [No [Yes |[Yes |Yes |Sure [Yes |[Yes |Sure |Yes |Yes [Sure |Yes 100| 40|Yes |Yes |LF SUSPECTED|SUSPECTED
Not
CF013 |[No [Yes |No [Yes |[Yes [Yes [Yes [No |No |Yes [Yes |Yes |Yes |Yes |Yes [Yes |Yes [Yes |[Yes [Yes |[Yes |Yes |Sure [No [Yes |Yes |Yes |Yes [Yes |Yes 100] 40|Yes |Yes |LF SUSPECTED|SUSPECTED
Not |Not |Not |Not Not Not |Not
CF014 |[Yes [No |Yes|Yes [No [No [Sure [Sure |Sure |Sure [Yes |[No |Yes |[No |Yes [Yes |Yes [No [No ([Yes [No |Yes |Sure [No [No |Sure |Sure|Yes [No |Yes 100 39]Yes |Yes [LF SUSPECTED|SUSPECTED
Not |Not [Not Not Not Not Not Not
CF015 |Yes |Yes |Yes |[No |No |Sure[Sure |Sure [No |Yes |Yes |Yes |Yes |Sure |No [Sure|No Yes [No [Yes |Yes |Yes |Sure |[No |Yes [Sure [Yes |Yes |Sure [Yes 100 39|Yes |Yes |LF SUSPECTED|SUSPECTED
Not Not Not Not Not Not Not Not
CF016 |No |No |Yes |No Yes [Sure|No [Sure |No |[Sure |[Yes [Yes |[Yes |Yes |[Yes |Sure[Yes |Sure [No |Yes |Yes [Yes [Sure |Yes |Yes [Sure [Yes |Yes |Sure [Yes 100 40|Yes |Yes |LF SUSPECTED|SUSPECTED
Not [Not [Not Not Not Not [Not Not
CFO17 |Yes [No [Yes [No |No [Sure|Sure |Sure [No |Sure |[Yes |No |No |No |Yes |Sure|No [No |Sure |Sure|Yes |Yes |Yes |Sure [No [Yes |Yes |Yes [No [Yes | 120] 38.9|Yes [No |LF SUSPECTED|SUSPECTED
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TABLE 7: A Comparative summary of sample dataset

RESULTS
INTELLIGENT HYBRID | EXPERT OPINION BASED
EXPERT SYSTEM RESULT | ON LAB RESULTS
(SUSPECTED CASE) (SUSPECTED CASE)
16 17

Pie Chart

W INTELLIGENT HYBRID EXPERT SYSTEM RESULT (SUSPECTED CASE)
B EXPERT OPINION BASED ON LAB RESULTS (SUSPECTED CASE)

INTELLIGENT
HYBRID EXPERT
SYSTEM RESULT
(SUSPECTED
CASE), 16, 48%

EXPERT
OPINION BASED
CON LAB
RESULTS
(SUSPECTED
CASE), 17, 52%

Figure 13: Graphical representation of Table 6

4.2 Calculation of classification accuracy

The classification of accuracy rate of our implemented
intelligent hybrid expert system in analyzing and
diagnosing the Lassa fever correctly from the given
dataset as compared to the laboratory results is computed
as follows:

Classification Accuracy Rate (CAR) is defined as

Number of Training Instances Correctly Classified

CAR) = 100
(C4n) Number of Training Instances ¥

(CAR) = i—f‘ %100 = 94.12%

Classification Error Rate (CER) is defined as:

Number of Training Instances [ncorrectly Classified

(CER) = £ 100

Number of Training Instances

(CER) = f 100 = 5.88%

This accuracy evaluation shows that our
implemented model is very close to the human expert
opinion based on laboratory results.

V. CONCLUSION

The developed neuro-fuzzy CBR expert system is able
to successfully and efficiently detect the presence or non-
presence of Lassa fever cases from the given sample
dataset captured. The fuzzy inference engine can also
effectively classify the outcome from the neural network
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into mild, moderate and severe cases with no false
positive alarm rate.

This application developed is a web application
considering the audience for wide usage. In future,
researchers should consider developing and deploying the
product as a mobile application (Mobileapp) that can
conveniently be executed from any smartphone with little
memory and processor speed. This will enable large
awareness, acceptability and usage of the application; and
further reduce mortality rate.
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ABSTRACT

There is a need for proper selection of academic major for students’ going into senior secondary schools; this right
placement of students is important toward academic achievements. In the Nigerian educational system, students are subjected
to qualifying exams into any of the secondary school classes. Though this approach is valid and reliable but is associated with
some challenges as it does not capture student academic record. Predictive models have been proved to be essential toward
achieving remarkable improvements in both productivity and proficiency in almost all human endeavors. In this paper, a
conceptual framework is proposed for Prediction of student’s academic major from their existing records using a hybrid
Naive Bayes classifiers.

Keywords:Classification; Naive Bayes; Predictive Model; Major Selection

) of attributes of a target given known values of other
L Introduction attributes. These predictions can be described as the
Choosing the right academic major for junior
secondary student into senior secondary school will assist

both student and their teachers toward achieving an process of studying the present and past states of an
academic goal. There are certain guidelines or standard set attribute in order to predict its future state by [3] while
by the national policy on education to be followed for predictive modeling can be understood as a learning
placing students into the right academic major while function that maps input set of vector to a scalar output [4].
entering senior secondary schools. Traditionally, students There are different approaches toward building a predictive
seeking admission into Senior Classes must have passed model for recommendation; these approaches are content-
stipulated examination, i.e., BECE exams. They must pass based filtering, collaborative filtering, and hybrid
the exam satisfactorily with emphasis on any of Science, approaches.

Art, and Commercial related subjects. Though this method
is valid and reliable, it is associated with some challenges
as it does not carry along with the student’s academic
history in the decision. Another issue with this approach is
that some parent influences the process by choosing that
they want their son/daughter to do [1,2].

This paper suggests that instead of the traditional way
of selecting academic major, schools should not only
restrict the admission process on the exam but to find a
way of admitting student beyond the examination by
looking into the student performance from JSS 1 to JSS 3.
To this end, this paper adopts the concept on classification

On the other hand, the use of predictive models has through developing a model using Naive Bayesian to
brought about remarkable improvements in productivity, predict and make a recommendation of the right major of a
and proficiency in almost all human endeavours, which is student from their academic history right from JSS 1 to
one way to go about the issues mentioned above. This can JSS 3.
be done by developing a model that automatically takes
JSS 1 - JSS 3 academic history into account to predict and Il. REVIEW LITERATURE

A. Concept of Classification
recommend the right major. Predictive models have a Classification is one of the techniques used in machine
precise goal of allowing us to predict the unknown values learning for prediction. Classification provides predictive
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modeling approach which allows prediction of the
unknown from the known results found from different data
[3]. There are several classifiers or classification model
that can be used for prediction; Artificial Neural Network,
Naive Bayes, Decision Trees, and K-Nearest Neighbour.
However, in this work, we adopt Naive Bayes because it
works as both supervised learning and statistical-based
technique for classification [5]. It works based on Bayes'
theorem through finding the probability of an event
occurring given the probability of another event that has
already occurred. It assumes a model which relies on the
probability to calculate the uncertainty of future events in
such a principled mechanized way through estimating the
probabilities of the events. Such a mechanism has been
widely used in prediction. Naive Bayes classification is
simple and particularly suited when the dimensionality of
the input is high. Despite its simplicity, it can outperform
more sophisticated classification. It provides perspective
for understanding many learner algorithms and works on
the assumptions that: is easy to construct, classifying
categorical data, occurrences of an event (attributes) are
independent and can be trained in a supervised manner [6].
The major advantage of Naive Bayes in classification is its
simplicity and its ability to approximate probabilities for a
class on any given instance [7].

B. Approaches for Selection and Recommendation

i.  Collaborative Filtering Approaches

Collaborative filtering approaches build a model from
a user’s past behaviour (items previously purchased or
selected and/or numerical ratings given to those items)
[8].This model is then used to predict items (or ratings for
items) that the user may have an interest in.

ii. Content-Based Filtering approaches

Content-based filtering approaches utilize a series of
discrete characteristics of an item in order to recommend
additional items with similar properties [9]. In this study,
we decide to use content-based filtering approaches by
applying Bayesian Classifier to solve the issue of
recommending major in our schools. This is because
Bayesian Classifier is one of the most successful machine
learning algorithms in many classification domains.

iii. Hybrid Approaches.

Usually, in the hybrid approach, content-based
is often combined with collaborative filtering to
build a hybrid recommendation algorithm [8].
The hybrid method integrates two or more scores
produced by the two independent
recommendation algorithms

C. Naive Bayes Theorem

Let 4 be the training data set and X be n-dimensional
X= (XyXg o, Xy),

which corresponds to the data set A Ay, A
respectively. Suppose that there are n- classes:
C.Cy, ... X

attribute vector represented by

!

’ an’with given a tuple <*, the classifier will
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predict where X belongs to by considering the class having
the highest probability [P ] condition on X .

For example

C

X Belongs to class =k if and only if

P (Ck|Y) > P (Cil¥)

forl=<isnid # k

D. Predictive and Recommendation Systems in

Education.

The problem associated with result computing in the
education sector is something that actively attracts the
attention of many researchers. Lots of research efforts have
been devoted to studying various emerging technologies in
solving the problem in Recommendation Systems [10-13].
The Intelligent Online Academic Management System
(IOAMS) is an intelligent web-based system, which offers
a useful tool for the education sector. It is designed to
provide academic counselling and monitor student
progress [14]. Another research by [15] identify the
problem of student academic result processing system and
further design and implement a client-server distributed
database system to eliminate the deficiencies inherent such
system. [9] Also, having identified the problem of student
result processing system, which is improper subject
registration, late release of students’ results, inaccuracy
due to manual and tedious calculation and retrieval
difficulties/inefficiency. He went ahead to developed
automated student result management system, which is
capable of computing of raw score and the storing student
result as required. According to [16] problem in student
result processing was solved by designing and
implementing a software application, which meant to ease
the processing of students’ results in secondary schools.
Among the studies reviewed [1,2] both focuses on the
choice of science, Art and commercial among secondary
school students and challenges encountered by the students
when using computer-based test platform respectively.
Based on the previous literature, we discovered that there
is a need for the Recommendation system for the selection
of major in the school. Therefore this paper proposes a
system which will help not only on keeping student record,
viewing student academic history but also generating
recommendations for major.

II. Proposed Approach

In this paper, we proposed a technique toward building
a model that would classify and predict the major of a
student. The model classifies whether a student is to be in
Science class, Art class or Commerce class. The proposed
methodology of this research divides into the following
steps which conform to general classification techniques;
general data collection, Preprocessing, Classification, and
evaluation of the model to infer knowledge. The figure
below shows all the steps of the proposed technique.
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First Training S

Preprocessing &
Transformation

Classification |

Data Collection

Science Class

Non-Science Class

Second Training Set

Classification I

‘ Art Class ‘ Commerce Class

Evaluation
Fig. 6. The Hybrid Naive Bayes Prediction Framework.

E.  Procedure for the Selection of Academic Major

III. i. Data Collection

To solve the problems of deciding the right major of
graduating junior secondary school students, this is the
stage where results of students were collected from the
manual archive of Delight Secondary school consisting of
the scores by subjects of each student and stored in an
academic history database. The data is then divided into
two tables: the first table which contains predetermined
science and Non-science subjects as data used for
classification I, while the second table which contains
predetermined Art and commerce subjects as data used for
classification II.

IV. ii. Data Preprocessing and Transformation

Data preprocessing was done to remove noise and
outliers that is students that are absent in some subject and
those that scored very high or very low. In this stage, data
must be transformed from analog to electronic record that
is ‘1’ is assigned to where student score above the average
mark and ‘0’ for a student that scores below the average
mark in each subject. Having done with data collection and
preprocessing, pre-processed data is stored in a first
training set and second training set 2. These constructed
datasets are to be used during classification process.

iii. Classification and Prediction

Classification is a technique used to assign a
class of unseen records as correctly as possible
by using a collection of records called a training
dataset, where each tuple in the training set
comprises a set of attributes, and then one of the
attributes is called a class. While prediction is
obtained by extracting rules and pattern in
training data set and to use those extracted rule
to predict the class of records whose class label
is unidentified. And the objective of this step is
to provide a classification model for the class
elements, then devise a validation mechanism

Page

using test data set in order to determine the
accuracy of the model ( Kuar & Wasan, 2006)

In this phase, the dataset is divided into training and
testing sets where one part is used to build the predictive
model through training the system while few data extracted
to compare with the result generated by the classifier
(testing). Looking at the nature of attributes in our dataset,
the conceptual work uses the classification techniques
twice to build the two classifiers (Naive Bayes) through;
Classification I and Classification II. The first classifier
classifies students into science or non-science major while
the second classifier classifies into art or commerce class.

V. Example.
Suppose there is a new student with a set of attributes say
X that we want to find his/her class label.

X = (Mathematics=1, English=1, Basic Science=1, Basic
technology=1,  Religious  Studies =0, Language
Studies=1Social Studies= 0, Business Studies=0).

If P(X | Science) and P(X | Non-Science Class) are
calculated using the two equations below.

P(Student/$) * P(5)
P(Stadent/S) * P(S) + P (Studsnt
P(Student]N) « P(N)
P(Student|N) « P(K) + P (StudentlS) «P(3)

P(Science/Student) =

N) P(N)

P(Non - Science_Class/Student) =

Thus, X to the classified to the class having the highest
probability. Moreover, the same applied to P(X |
Art_Class) and P(X | Commerce Class)

F. Model Evaluation.

As we mentioned, we adopted a classification technique
that builds a model that would classify and predict the
academic major of a student. The model classifies weather
a student is to be in Science class, Art class or Commerce
class. The proposed methodology of this research divides
into the following steps which conform to general
classification techniques; general data collection, Pre-
processing, Classification, and finally model evaluation.

This part explains how we hope to evaluate the model
using most used evaluation measures (Precision, Recall
and F1) which would require a partitioning of the dataset
into a training data, a test data and a validation data. To
ensure that these subsets are complimentary, multiple
cross-validations would be performed to ensure that the
variation between the different subsets is kept at a
minimum.

By doing this, it will enable us to make comparisons with
results published in similar and previous researches.

VI. Conclusion

In this paper, we proposed a framework that
will extract paper from student academic
history, transform the data and apply
classification technique twice using naive Bayes
classifiers to classify students into science Art
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and Commerce class. If fully implemented, the
approach will provide a better placement of
student into the right academic major in senior
secondary school and in the future we hope to
develop an application that will implement the
proposed conceptual framework.
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Abstract—Nowadays, Electronic commerce has received
attention in many parts of the world, because it has the potential
to improve many aspects of business activities. Despite this, there
have been recent studies carried out on Electronic commerce
adoption in both developed and developing countries. Some of
these studies have placed importance on economical and
technological infrastructure in countries where E-commerce is to
be used. Additional factors that are to be considered to
successfully adopt E-commerce are the creation of public
awareness, creation of trust amongst online stores and
customers, geographical locations and other internal and
external influences. This paper is aimed to find out the reason
why E-commerce has not been fully adopted in Nigeria though
some of the requirements needed are available. The paper will
also look at other problems experienced by those countries that
have fully benefitted from Electronic commerce activities and the
benefit they get from it and to make a proper recommendation for
a way forward to fully adopt e-commerce in Nigeria.
Keywords—Adoption, E-commerce,
Nigeria, Problems.

Business, Countries,

I. INTRODUCTION

There have been advances in the field of Information and
Communications Technology today. This and the emergence
of the Internet have made a significant improvement in the
way people carry out their business activities [1].
Additionally, a study [1], [7], also stated that E-commerce
exists for over 30 years it originated from the electronic
transmission of messages during Berling airlift that took
place in 1948, it then moved to what was called Electronic
Data Interchange (IDE). Different groups of industries came
together and created electronic data used for the purchase,
and transportation for their transactions [7], [9]. .Electronic
commerce is the selling and buying of goods and services
over the internet [2], [3]. In the world we live today,
Electronic commerce has received attention in many parts of
the world because it has the potential to improve many
aspects of business activities. Despite this, there have been
recent studies carried out on Electronic commerce adoption
many developed and developing countries. Some of these
studies have placed importance on economical and
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technological infrastructure in countries where E-commerce
is to be used. Additional factors that are to be considered to
successfully adopt E-commerce are the creation of public
awareness, creation of trust amongst online stores and
customers, geographical locations and other internal and
external influences.

This paper aims to find out the reasons why E-commerce
has not been fully adopted in Nigeria, even though some of
these requirements are available. The paper will also look at
other problems experienced by those countries that have
fully benefitted from Electronic commerce activities and the
benefit they got from it and therefore to make a proper
recommendation for the possible ways to fully adopt e-
commerce in Nigeria. There are different activities involved
in E-commerce during the selling and buying of goods and
other related services. Some of these activities are Business
to Business (B2B), Consumer to Consumer (C2C). The
former is involving the information and product buying
through the internet while he later involved the business
activities carried out between different business firms and
their suppliers [5]. There a lot of benefits enjoyed by the
business firms who choose E-commerce to buy and sell their
goods and services such as gaining higher profits, low
operational cost, and gain of customer’s loyalty and easy
shopping and advantages over rivals, greater reach to high
number of customers as they can be accessed over the
internet from all over the world [6]. Apart from all these
benefits, there are challenges and problems associated with
E-commerce as well. They include cybercrimes, delay in
delivering the ordered goods, rejection of orders made by
the customers especially in some countries like Nigeria.
Website’s problems related problems such as lack of proper
update and maintenance and many more [6]. Other factors
that prevent some organization from taking advantage of E-
electronic Commerce are lack of proper expertise in some
organizations, risks and security issues of carrying out
transactions online, lack of trust especially in Nigeria, lack
of proper knowledge of computers and inability of some
management to adopt E-commerce [2] [6].

177



1L RELATED WORK

A.  Origin of E-commerce and definition

Electronic commerce is defined as the selling and buying of
goods and services over thousand of computers connected
via a network called the internet [2], [3]. It is also referred to
as the process of transferring information, buying, selling
and exchanging goods and services through a computer
network called the Internet [5]. Electronic commerce has
been the area of Information technology that keeps on
changing.

A study [7], defined Electronic Commerce as the way of
maintaining Business relationship and carrying out business-
related transactions through a network of computers called
the internet. E-commerce has its main objectives as ensuring
that online business is carried out in a better and faster way.
It helps to ensure that the buying and selling of goods and
services are carried out electronically over the network. This
is electronically possible because of the availability of
software applications that helps in carrying out business
activities on many websites. These applications allow
customer display and preview product available on stock,
place an order, make payments online using credits cards or
opt for payment on delivery for trusted and regular
customers in such websites (A good example of this is
jumia.com.ng where people order and purchase varieties of
product online in Nigeria) [8].

A study [7], also stated that E-commerce exists for over 30
years it originated from the electronic transmission of
messages during Berling airlift that took place in 1948, it
then moved to what was called Electronic Data Interchange
(IDE). Different groups of industries came together and
created electronic data used for the purchase, and
transportation for their transactions [7], [9]. Initially, before
the emergence of the Internet, the IDE system was used to
carry out transactions online but the running cost of IDE
was higher due to the price of a private network. Therefore
only a few giant companies were able to run it and they had
to finance smaller companies to enable to them embrace and
implement the use of the IDE system. But unlike today, the
internet has redefined electronic commerce and many
companies are adopting it [7], [10].

B.  Benefits of E-commerce

Many companies in a different part of the world can adapt to
E-electronic commerce using appropriate technology to
carry out online transactions and these have enabled them to
transform their business and thereby improving their
economy [11]. This has allowed easy access to different
information. Therefore, companies that are not willing to
adapt to these new technologies may lose their customers to
their competitors. Other companies such as Juma and Jiji in
Nigeria have been using these technologies to create new
ways of advertising and marketing their product and the
results is the attraction of thousands of customers and profits
making [11].

C. Strategies of Electronic commerce

The availability of the Internet and the increasing number of
sites have improved on the efficiency in chain values,
building good customer relationship, information
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disseminations, and revenue generations to industries [12].
This has provided a better way of carrying out business
online. This technology has provided better channels to link
customers to products and distributors. This type of stores
are never closed, customers can make order and purchase
product online at any place any time as long as they are
connected to the internet. Another advantage of such online
stores is that they have no crowd, have many products in
stock and inventories, thereby generating higher profits and
revenue compared to any physical stores [12]. With the
rapid growth of E-commerce, different strategies are
emerging at different points in times. Therefore, electronic
commerce should be able to meet with these changes so as
not to lose customers.

D. Maintenance of Customer’s need

One of the responsibilities of companies using E-commerce
as a mean of business is to maintain good customer
relationships. Companies that are reluctant to maintaining
customer’s needs, they may end up losing such customers to
their competitors [13]. It is however stated in [7] that
keeping an existing customer is five to nine times cheaper
than gaining new customers. Therefore, one of the most
important strategies used to measure the value of the
customer is Customer Life Value (CLV). This measuring is
made using some important attributes of customer behavior
such as frequent orders and purchases made by the
customer, acceptance, and payment of delivered items or
products purchased through the payment on delivery
options. These are some of the historical data that can be
easily collected from the websites [7].

E.  Maximization of customer’s Trust and Loyalty

Trust and loyalty should be created in the mind of the
customers. This is very important if a company wants to
maintain the customer’s relationship. For companies that
advocate for the position of their customers through
listening to them and by sharing ideas and finding methods
that will improve product and services. Companies that
engage in doing these strategies, will increase profits and
generate more revenue by meeting customers’ expectations

(71, [14].

F.  Provision of good shopping Experience

Business firms should know the behavior and the potential
needs of their customers as much as possible to improve
their shopping experience through different channels. To
improve on the customer shopping experience, companies
should hire more workers to handle frequent demands,
inquires and request especially during festivities and
holidays [7], [15].

G. Online shopping and Customer’s Interaction

Though, it is easy for business firms to reach as many
customers as possible these days but is it is also difficult to
interact with all of them. 70% multi-channel customers
shopping online choose to buy their product online because
the prices of these products are cheaper than their price in
physical stores [7]. Both online and offline channels should
be integrated by online retailers. They should use frequent
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activities of customers, customers such as customers’
profiles, their transaction history, by integrating all this
information, companies are likely to capture as much as
possible customer’s data and make it available to different
business store where it is difficult to get those information.
These will help in producing a good quality relationship
between online and offline channels and enable them to
provide better shopping experiences for their customers [7],

H. Provision of Effective Communication to customers

According to [7] that it is good for companies using
electronic commerce to provide a direct means of
communication for their customers, these will enable
customers to compare different prices of different products
that are available on the websites. Provision of commission
for frequent buying to customers and other incentives will
make customers happy and comfortable to provide their
confidential information during registration on the website.
Retails should be able to keep the confidentiality of
customers’ information provided in the websites and they
should allow customers to unsubscribe to from their website
whenever they need to do so.

I Maintenance of Business Websites

To improve business performances and to ensure the smooth
running of business transactions, the website must be
maintained whenever the need arises. Customers who
experience difficulties and other problems in carrying out
transactions on a particular website or don’t get feedback
from online retailers may decide to use different websites.
Hence, live chat should be provided by the company to
respond to customers’ inquires.

J. Huge Investment in customer care service

Customer care service provided by the companies is a
necessary activity to ensure the success of any online
shopping mall. In the olden days, most of the companies
considered customer service to be profit draining cost rather
than necessary investment in their business as it is today.
Due to the advancement in technology coupled with the
internet, there has been an improvement in the provision of
customer care services. By so doing, companies can
maintain customers’ loyalty and satisfaction. Customer care
agents are supposed to be fair and humble in dealing with
customers’ complaints. They should respond as quickly as
possible to customers’ requests and inquiries. They also
need to show some level of understanding to customers.
These will no doubt help to increase customers’ loyalty and
satisfaction [7].

K. Availability of Computers and mobile phone

It is a well-known fact that the level of poverty in
developing countries like Nigeria is very high. This makes
the availability of computers very difficult especially in a
rural area and small cities. Some of the people living in rural
communities are low-income earners and jobless, hence this
affects the ability of people to buy and own computer and
mobile phones [16].

L. Lack of transaction trust among people

Fear in the mind of some people especially in African
countries prevents them from carrying out online
transactions. Therefore, companies have to find a way of
securing their websites, they should improve on the quality
of their products to ensure that they meet standard. They
have to also ensure that payment using credits card are done
safely without any problems [17].

M. Penetration of ICT Nigeria and Africa

The rate at which Information and Communication
Technology and the Internet is growing has an exponential
influence on the online business and the customers in
general [17]. For African countries and Nigeria to enjoy this
information revolution, it must engage in incorporating the
ICT tremendously. In developing countries for example
usage and owning of the email address are common among
teaming populace. However, in Nigeria, it is very common
to find even the so-called educated person without having an
email address which is the first thing to use to register with
any website [17]. There have been called by policy-makers
in Nigeria to link up its ICT with the global network society.
To ensure this is a success, the National Communications
Commission (NCC) in Nigeria allows for the broadcasting
of private electronic media. This can be used to increase the
growth of the economy and business activities in Nigeria
and Africa at large [17], [19].

N. Penetration of Ecommerce in Nigeria

It is noticeable that the availability and internet access in
Nigeria is increasing everyday especially in the rural areas.
This has given rise to growing E-commerce and business
activities in Nigeria. Many countries in the world continue
to focus on the Internet for growth and development. It was
found that in the UK only E-commerce generated about 100
billion pounds every year which accounts for 7.2% of
Britain’s gross domestic product. It was also estimated by
the Internet World Stats that 59, 466,249 which represents
over 29.5 % of the Nigerian population used the internet
[20]. In spite of all these, most of the Nigerian communities
do not use the Internet broad-band because it is deemed to
be unreliably expensive, too slow. Many of the Internet
users in Nigeria prefer to use mobile phones due to their
mobility and reliability. This makes the usage of E-
commerce in Nigeria very low especially among the rural
communities [27], [28], [29]. The reason for this was found
to be as a results of lack of proper electricity supply as the
major factor, cyber-crimes, lack of trust among Nigerians,
lack of awareness, lack of innovations, resistance to changes
especially amongst the rural communities, lack of good
infrastructures and lack of government support and proper
policy to address cyber-crimes related activities among
others [28], [34],[35], [36]. Several strategies have been
established to promote E-commerce utilization in Nigeria
such as cashless policy; however, customers do not very
much appreciate them [29].
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III. METHODOLOGY

Quantitative research is a type of research used in this paper.
It has the aim of determining the relationship that exists
between the dependent and independent variables [21]. It
helps the researcher to examine the nature of a particular
study from the data that has been collected and analyzed
[22].

The data that have been collected was used to evaluate the
results using graphical and statically approach in this paper.

Type of Data Used

The data used for this research comes from both primary
and secondary sources. And accurate data is used to ensure
that the results and findings are both reliable and valid.

Respondents used for the survey

Nigerians communities living in Jigawa and Kano State
respectively are the respondents used for the survey. The
respondents are all educated people with different
levels of education and background. This is because
educated people are the ones mostly using electronic media
to buy goods and services. For example, Jumia is the most
trusted and dominant online shop in Nigeria which is
patronized by some of these people. The researchers
believed that these classes of people will be in a better
position to respond to question related to Electronic
Commerce activities as they are involved in doing it.

Iv. RESULTS AND DATA ANALYSIS

A. Response 1: Respondents age distribution
Table 1 Age distributions of respondents

Ages 17- 21- 26- Above3 | Total
20 26 30 0

Number 8 18 5 6 37

Percentag | 23 49.3 15.5 14.1 100

e (%)
® Undergradute
M Postgraduate
= PhD

Others

Fig. 1: Showing age distributions of respondents

Fig. 1 shows that 8 people, representing a 23% fall between
the ages of 17 & 20. While those between the age of 21 and
26 are 18 in number, this represents 49.3% of the total
population. While those between the age of 26 and 30
representing 15.5% were 5, the last group fall between the
ages of 30 and above represents 14.1% of the total
population.

B. Response 2: Level of Education of the respondents
Table 2: Educational level of the respondents

Age Undergr Postgrad | PhD Other | Total
ad. . s

Distribution 14 13 4 6 37

Percentage 31 42.6 9.8 15.6 100
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Fig 2: Showing level of education of the respondents

From Table 2 and Fig. 2 above, it can be seen that 14
representing 31% of the respondents were undergraduate. 13
people representing 42.6% were postgraduate while 4
respondents representing 9.8% were Ph.D. holders, other
categories were six in number representing 15.6% of the
total population.

Response 3
Table 3: Level of awareness of the respondents
Responses Yes NO Total
Number 37 0 37
Percentage 100% 0% 100%
W Yes
mNO
H Total
F

The Table 3 and fig. 3 above shows that 37% representing
100% gave positive response (‘YES”) response while 0% of
the respondents answered (‘NO’) to the question.

Response 4

Table 4: level of usage of E-commerce
Respondents Yes | NO | Total
Number 30 7 37
Percentage (%) 86 14 100

mYes
B NO

m Total

Fig 4: Showing the level of usage of E-commerce

From Fig. 4 and Table 4 above show that 7 people
representing 14% of the respondents answered (YES) to the
question when they were asked about the level of usage of
E-commerce. 30 people representing 86% of the
respondents chose (NO) as their answers.
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Response 5

Table 5: Technological infrastructural impact

G. Response 7

Table 7: Showing the importance of user’s confidentiality

Responses S/ag | Agree | Neutr | Disagre | S/Disagr | Total Responses | S/agree | Agree | Neut | Disagre | S/Disa | Tota
ree al e ee e gree |
Distribution 20 9 1 6 1 37 Number 18 14 3 1 1 37
Percentage 50 30 1 18 1 100 Percentage | 48.65 37.84 8.10 | 2.70 2.70 100
(%) (%)
W Strongly agree mStrongly agree
mAgree
mNeutral mAgree
Disagree H Neutral
W Stronghy Disagre e
mTotal Disagree
m Strongly Disagree
Fig. 5: Showing the impact of technological infrastructure
. ., . I
From Fig. 5 above, it is seen that 50%, Representing 20 ot

people strongly agreed on that lack of technological
infrastructure has an impact on E-commerce. 9 people,
representing 30% of the total population agreed on the
impact. One person remains neutral about the impact, six
people disagreed and one person strongly disagrees with the
effect of technological infrastructure on the adoption of E-
commerce.

F. Response 6

Table 6: Respondents’ view on the costs of Implementation

Respons | S/Agre | Agree | Neutral | Disagr | S/Disag | Total
es e ee ree

Number 14 12 1 6 4 37
Percenta | 37.84 3243 2.7 16.22 10.81 100
ge (%)

W Strongly agree
W Agree
M Neutral

Disagree

m Strongly

Disagree
W Total

Fig 6: Showing responses on the costs of Implementation

From Fig. 6 and Table 6, it is can be seen that 14 persons
representing 37.84% strongly disagreed that the cost of
implementation affects E-commerce adoption in Nigeria. 12
persons representing 32.43% agreed with the effects, 1
person representing 2.7% remained neutral, 6 people
representing 16.22 percents disagreed with the earlier view
and 4 people representing 10.81% strongly disagreed that
the cost of implementation effects E-commerce adoption
Nigeria.

Page

Fig 7: Showing the importance of user’s confidentiality

From Fig. 7 and Table 7, it is also clear that 18 persons
representing  48.65%  strongly disagreed that the
confidentiality of users affects the adoption of E-commerce
in Nigeria. 14 persons representing 37.84% agreed with the
effects, 3 persons representing 8.4% remained neutral, 1
person representing 12.70 percent disagreed with the earlier
view and finally, 1 person representing 2.70% strongly
disagreed that that lack of confidentiality of wusers’
information affects E-commerce adoption Nigeria.

Response 8
Table 8: Effects of fraud on the adoption of E-commerce
Responses S/ Agree | Neut | Disagre | S/Disag | Total
agree e ree
Number 14 13 1 6 3 37
Percentage | 37.84 35.12 2.7 16.22 8.12 100
(%)
W Strongly
agree
m Agree
M Neutral
Disagree
m Strongly
Disagree
M Total

Fig. 8: Showing effects of online fraud on E-commerce

From Fig. 8 and Ta