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Abstract. To deal with the growing problem of unsolicited email in the mail box, a 
modification of machine learning techniques inspired by human immune system 
called negative selection algorithm (NSA) is proposed; differential evolution (DE) is 
implemented to improve the random detector generation in negative selection 
algorithm. The model is called NSA-DE. The evolutionary algorithm generates 
detectors at the random detector generation phase of negative selection algorithm. 
NSA-DE uses local differential evolution for detector generation and local outlier 
factor (LOF) as fitness function. The theoretical analysis and the experimental result 
show that the proposed NSA-DE model performs better than the standard NSA. 
 

Keywords: Detectors, email, spam, non-spam, negative selection algorithm, 
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1  Introduction 

 

 Email is now part of millions of people life in the world today. It has change the 

way man collaborate and work; it is the most cheapest, popular and fastest means of 

communication [1]. Though, it recorded success in a lot of human activities, 

improving group communications, felt on the growth of business and also national 

development in a positive path. It is one of the technologies that as direct impact on 

human life. The major short coming of this technology is the increase in unsolicited 

email message that recipient receives. One significant and growing task that resulted 

from unsolicited email is the classification of email. This pose a problem among 

cooperate organizations and individuals trying to solve the menace of email spam. 

The task of email classification is shared into sub-tasks. The initial task is the 

collection of data and email message representation. Secondly is the selection of 

email feature and dimensional reduction of features [2], finally is the mapping of both 

training and testing set for classification of email. The essence of classification is to 

distinguish between spam and non-spam email. Quite a lot of machine learning 

techniques for email spam detection model have been proposed with no work on 

negative selection algorithm (NSA) and differential evolution (DE). This paper 
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proposes an improved solution for email spam detection inspired by artificial immune 

system by adapting spam detection generation techniques with negative selection 

algorithm and differential evolution. The differential evolution (DE) was 

implemented to generate detectors in negative selection algorithm in order to cover 

the spam space instead of the original random generation of detector used in negative 

selection algorithm. The paper was organized in to six sections, Section 1 is the 

introduction, Section 2 discusses the related work in negative selection algorithm, the 

proposed improved model and its constituent framework was discussed in Section 3. 

Empirical studies and data analysis were in Section 4, Section 5 discuss the 

experimental results while conclusion and recommendation was in Section 6. 

  

2 Related Work 

 

     Artificial immune system (AIS) is a new mechanism implemented in the control 

of email spam [3], it uses pattern matching in representing detectors as regular 

expression in the analysis of message. A weight is assigned to detector which was 

decremented or Incremented when observing expression in spam message with the 

classification of the message based on threshold sum of the weight of matching 

detectors. The system is meant to be corrected by either increasing or decreasing of all 

matching detector weight with 1000 detector generated from spam-assassin heuristic 

and personal corpus. The results were acceptable base on few number of detectors 

used. A comparison of two techniques to determine message classification using 

spam-assassin corpus with 100 detectors was also proposed by [4]. This approach is 

like the previous techniques but the difference is the increment of weight where there 

is recognition of pattern in spam messages. Random generation of detector does not 

help in solving problem of best selected features; though, feature weights are updated 

during and after the matching process of the generated detectors. The weighting of 

features complicates the performance of the matching process. In conclusion, the 

present techniques are better than the previous due to its classification accuracy and 

slightly improved false positive rate. More experiment was performed by [5] with the 

use of spam-assassin corpus and Bayesian combination for the detector weight. 

Messages were scored by simple sum of the message matched by each non-spam in 

the detector space and also the use of Bayes scores. The approach of scoring features 

or feature weighting during and after the matching process does not help in the 

selection of important features for spam detection due to its computational cost. 

       A combination of support vector machine (SVM) and artificial immune system 

(AIS) was proposed by [6]. With the use of binary features with same feature 

selection in [7]. The support vector acquired after training SVM are implemented in 

the generation of initial detector set of the AIS and then the AIS was used in 

classification. During classification with AIS, detector with smallest Euclidean 

distance to the message was added to committee set with the major voting of detector 
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in the set as the classification. A genetic optimized spam detection using artificial 

immune system (AIS) was proposed by [8]. The implementation of different pattern 

recognition scheme inspired by biological immune system in order to identify 

uncommon situations like the email spam [8-12], unfortunately has not been able to 

produce outstanding result. An improved negative selection algorithm that introduces 

a novel training is also proposed by [13]. The technique was implemented in the 

training phase to generate candidate detectors to cover the non-self region.  

 

3  The proposed improved model and its constituent frameworks.  

  

 3.1 Implementation of negative selection algorithm. 

 

   The real value negative selection algorithm is encoded in real valued for 

classifying non-spam and spam. The dataset used in this research is implemented in 

real value, there is need to define the non-spam and the spam space. The non-spam 

space is the normal state of a system while the spam space is the abnormal state of a 

system. The candidate detector is randomly generated and then compared to the non-

spam samples. Candidate detectors that do not match any sample of the non-spam set 

are accepted as viable detectors. Candidate detectors that matches sample of the non-

spam set are discarded as unwanted detectors. The non-spam sample in a real value 

negative selection algorithm is represented in N-dimensional points and a non-spam 

radius 𝑅𝑠, as training dataset. In clearer terms, let equation (2) represents the non-

spam space.          

 

S = {𝑋𝑖|𝑖 = 1, 2, ⋯ 𝑚; 𝑅𝑠 = 𝑟}                        (1)    

 𝑋𝑖 are some point in the normalized N-dimensional space. 

 𝑋𝑖={𝑥𝑖1, 𝑥𝑖2, 𝑥𝑖3  ⋯ 𝑥𝑖𝑁},𝑖 = 1, 2, 3 ⋯ 𝑚                           (2) 

 

The entire normalized sample 𝑠𝑝𝑎𝑐𝑒𝐼⊂[0,1]𝑁
, the spam space can then be 

represented as 𝑆 = 𝐼 − 𝑁𝑆 where 𝑆 is spam and 𝑁𝑆 is non-spam. 

 𝑑𝑗 = (𝐶𝑗 ,𝑅𝑑𝑗)                                                              (3) 

 

   Equation (3) denote one detector where 𝐶𝑗 = {𝐶𝑗1, 𝐶𝑗2, 𝐶𝑗3 ⋯ 𝐶𝑗𝑁} is the detector 

center respectively, 𝑅𝑗  is the detector radius. The Euclidean distance is used as the 

matching measurement. The distance between non-spam sample  𝑋𝑖 and the detector 𝑑𝑗 can be defined as: 

 

L(𝑋𝑖 , 𝑑𝑗 )=√(𝑥𝑖1 − 𝐶𝑗1)2 + ⋯ + (𝑥𝑖𝑁 − 𝐶𝑗𝑁)2                  (4) 
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L(𝑋𝑖 , 𝑑𝑗 ) is compared with the non-spam space threshold 𝑅𝑠, obtaining the 

matching value of ⋉ 

 ⋉=L(𝑋𝑖 , 𝑑𝑗 )– 𝑅𝑠                                                              (5)  

 

The detector 𝑑𝑗 fails to match the non-spam sample 𝑋𝑖 if ⋉> 0, therefore if 𝑑𝑗  
does not match any non-spam sample, it will be retained in the detector set. The 

detector threshold 𝑅𝑑 , 𝑗 of detector 𝑑𝑗 can be defined as:   

 𝑅𝑑, 𝑗=min(⋉),if⋉ ≤ 0                                                                      (6)  

 

If detector 𝑑𝑗 match the non-spam sample, it will be discarded. This will not stop 

the generation of detector until the required detector set is reached and the required 

spam space covered. The generated detector set can then be used to monitor the entire 

system.  

 

3.2. The proposed improved negative selection algorithm model.   

    

The detector generation as shown in real valued negative selection algorithm in 

section 3.1 is vital in enhancing the performance of negative selection algorithm. 

Random generation of detector by the real value negative selection algorithm was 

improved with the introduction of differential evolution (DE) [14] and the local 

outlier factor (LOF) as fitness function. This is as a result of the quest for efficiently 

trained negative selection algorithm model for purely normal detectors. The local 

outlier factor maximized the distance between the generated spam detector and non-

spam space.  

 

3.2.1 Definition of non-spam space 

 
   In the case of real value negative selection algorithm, there is need to define the 

non-spam and the spam space. The non-spam space is the normal state of a system 

while the spam space is the abnormal state of a system. 

Let’s assume the non-spam space to be 𝑆 𝑆 is defined as: 

 𝑠 = (𝑠1⋯𝑠𝑛)  =  [𝑠11 … 𝑠1𝑚⋮ ⋱ ⋮𝑠𝑛1 … 𝑠𝑛𝑚]                         (7) 

 𝑆𝑖𝑗 ∈ 𝐾𝑚,   𝑖 = 1, ⋯ , 𝑛;   𝑗 = 1, ⋯ , 𝑚 𝑆 is normalized as follows: 

 𝑆𝑖 = 𝑆𝑖⃦𝑆𝑖  ⃦            (8) 
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Therefore, 𝑠𝑖 is the 𝑖𝑡ℎnon-spam unit; and 𝑠𝑖𝑗  is the 𝑗𝑡ℎ vector of the 𝑖𝑡ℎnon-spam 

unit. 

 

3.2.2   Detector generation Parameters and implementation 

    

    Population size: 100; the mutation factor F= random number between 0.5 and 1. 

Preferred value 0.7; Crossover rate C= random number between 1 and 0. Preferred 

value 0.5. Initializing the population we set: 

j = 0; 𝑖 = 1,2 3 ⋯ , 𝑃; where 𝑃 is the size of the population. 

   A differential candidate vector is added to the population of the vector by 

mutation. For each target detector vector 𝑥𝑖,[ 𝐽 ], a mutation vector is produced using 

equation (9). 

 𝑣𝑖[ 𝐽] = 𝑋𝑟1[ 𝐽 ] + 𝐹(𝑋𝑟2[ 𝐽 ] −  𝑋𝑟3[ 𝐽 ])           (9)

  

     F is the mutation factor; it provides the amplification between two individual 

differences (𝑋𝑟2[ 𝐽 ] −  𝑋𝑟3[ 𝐽 ]). It is usually taking in the range [0,1] to avoid search 

stagnation where 𝑟1,𝑟2,𝑟3  ∈ {1,2,3 ⋯ , 𝑝} choosing randomly where p is the number of 

population. 

     By replacing parameters from the target candidate detector vector to generate a 

trial candidate detector vector with the corresponding parameters for randomly 

generated mutant, we apply recombination to the population. 

Therefore; crossover constant C = (0 ≤ 𝑐 ≤ 1) 

rand 𝐽 ∈ [0,1]; is a random number that is less than c. 

 𝑡𝑖[ 𝐽 ] = {𝑣𝑖 [ 𝐽 ] 𝑖𝑓 𝑟𝑎𝑛𝑑 ≤ 𝑐𝑥𝑖 [ 𝐽 ] 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒           (10) 

 

Where J = 1, 2, 3⋯,d, d is the number of parameter to be optimized. 

If the trial candidate detector vector 𝑡𝑖[ 𝐽 ] has equal or lower value than the target 

candidate detector vector 𝑥𝑖[ 𝐽 ] the target candidate detector vector is replaced in the 

next generation. E.g. replaces 𝑥𝑖  with 𝑡𝑖 or else  𝑥𝑖 is retained in the population for at 

least one more generation. This is represented in equation (11) 

 𝑓(𝑡𝑖 [ 𝐽 ]) ≤ 𝑓(𝑥𝑖  [ 𝐽 ])          (11) 

 

    The process of mutation, recombination and selection are required once a new 

population is installed until specific termination criteria are reached. 

    J←J+1   determine the incremental features until the maximum number of 

generated detectors is reached. This makes the local differential evolution unique as 

best features are acquired one after the other in order to attain best combination. 

Figure 1 illustrate the framework of the proposed model.  
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Figure 1: Framework of proposed improved NSA-DE   detector generation model.  

 

From equation (8) of the normalized non-spam space, the non-spam space is 

represented in equation (1) with radius 𝑅𝑠 in section 3.2.1. Computing the generation 

of candidate detector of particle swarm optimization in the spam space is as shown in 

section 3.1. 

If detector 𝑑𝑗 match the non-spam sample, it will be discarded. This will not stop 

the generation of detector until the required detector set is reached and the required 

spam space covered. After the generation of detectors in the spam space, the 

generated detectors can then monitor the status of the system. If some other new 

email (test) samples matches at least one of the detectors in the system, it is assume 

to be spam which is abnormal to the system but if the new email (test) sample does 

not match any of the generated detectors in the spam space, it is assume to be a non-

spam email. 
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3.2.3 Computation of fitness functions in the spam and non-spam space. 

    One most important quality of spam and non-spam detector space is how distant 

the generated spam detector is from the non-spam space; this helps in improving the 

proposed model. We decided to employ the local outlier factor as a fitness function to 

maximize the distance between generated spam detector and the non-spam space. An 

outlier can be defined as a data point that is not the same as the remaining data with 

respect to some measures. The technique will model the data point with the use of a 

stochastic distribution [15] and the point is determined to be an outlier based on its 

relationship with the model. The outlier detection algorithm was proposed as fitness 

function in the study in order to maximize the generated spam detector space which is 

very unique in computing the full dimensional distance from one point to another [16, 

17] while computing the density of the local neighbourhood. 

 

 Let’s assume 𝑘 −distance (𝑖) to be the distance of the generated detector (𝑖) 
to the nearest neighborhood (non-spam). 

 Set of 𝑘 nearest neighbor (non-spam element) includes all spam detectors at 

this distance. 

 Set S of 𝑘 nearest neighbor is denoted as 𝑁𝑘(𝑖); Here non-spam space = S 

 This distance is used to define the reachability distance. 

 Reachability-distancek(𝑖, 𝑠) = max{𝑘 − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑠), 𝑑𝑖,𝑠} 

 The local reachability density (LRD) of r is defined as 

 

lrd(𝑖) = 1/ (∑ 𝑠𝜖𝑁𝑘(𝑖)𝑟𝑒𝑎𝑐ℎ𝑎𝑏𝑖𝑙𝑖𝑡𝑦−𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑘  (𝑖,𝑠)|𝑁𝐾(𝑖)| )    (12) 

 
     Equation (12) is the quotient of the average reachability distance of the 

generated detector 𝑖 from non-spam element. It is not the average reachability of the 

neighbor from 𝑖 but the distance from which it can be reached from its neighbor. We 

then compare the local reachability density with those of its neighbor using the 

equation below: 

 

LOFK (𝑖) =  ∑ 𝑠∈𝑁𝑘(𝑖)𝑙𝑟𝑑(𝑠)𝑙𝑟𝑑(𝑖)|𝑁𝑘(𝑖)| =  ∑ 𝑠∈𝑁𝑘(𝑖)𝑙𝑟𝑑 (𝑠)|𝑁𝐾(𝑖)| /𝑙𝑟𝑑(𝑖)   (13) 

 

      Equation (13) shows the average local reachability density of the neighbor 

divided by the candidate detectors own local reachability density. In this scenario, 

values of spam detector approximately 1 indicates that the detector is comparable to 

its neighbor (not an outlier) and value below 1indicates a dense region (which is an 

inlier) while value larger than 1indicates an outlier. The major idea of this technique 

is to assign to each detector the degree of being an outlier. The degree is called the 

local outlier factor (LOF) of the detector as shown in equation (13). The methodology 

of the computation of LOF for all detectors is explained in the steps below: 
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4  Empirical study and dataset analysis. 

Spam base dataset was required for the research. The entire dataset was divided 

using stratified sampling approach into training and testing set. 70% of the entire 

dataset was used for training and 30% of the remaining dataset was used for testing 

the model. The corpus bench mark is obtained from spam base dataset which is an 

acquisition from email spam messages. In acquiring this email spam message, it is 

made up of 4601 messages and 1813 (39%) of the message are marked to be spam 

messages and 2788 (61%) are identified as non-spam and was acquired by [18].  

 
5 Experimental results and discussion 

At 100, 200, 300, 400 and 500 generated detectors with threshold value of 0.4, 

figure 2 gives summary and comparison of results in percentage for NSA and NSA-

DE model. 

 

 

 
Figure 2. Result of NSA and NSA-DE model. 

 
**Note: ACC= Accuracy, CC= Correlation coefficient, F1= F measure, SN= 

sensitivity, PPV= Positive prediction value, SP= Specificity and NPV= Negative 

prediction value.   

 

   Accuracy measures the percentage of sample that is correctly classified. It can be 

observed that the proposed improved model performs better than negative selection 

algorithm model. The figure 2 shows best accuracy at 500 generated detectors with 

threshold value of 0.4. Accuracy for negative selection algorithm is at 66.98% while 

the improved negative selection algorithm with differential evolution is at 76.18%. 

Other measuring standard are as represented in the figure above. 

   The Average accuracy of the standard negative selection algorithm is at 

65.147%, the improved negative selection algorithm and differential evolution model 

is at 69.383%. At 7000 generated detectors with threshold value of 0.4, accuracy for 
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negative selection algorithm is 68.863% while improved negative selection algorithm 

and differential evolution is at 83.056%.   

 

 

6 Conclusion and recommendation 

   In this research, a new improved model that combines negative selection 

algorithm (NSA) with differential evolution (DE) has been proposed and 

implemented. The uniqueness of this model is that DE was implemented at the 

random generation phase of NSA. The detector generation phase of NSA determines 

how robust and effective the algorithm will perform. DE implementation with local 

outlier factor (LOF) as fitness function no doubt improved the detector generation 

phase of NSA. In totality, the empirical report as shown the superiority of the 

proposed NSA-DE improved model over the NSA model. The proposed improved 

systems will be useful in other applications since negative selection algorithm solves 

a vast number of complex problems. This research should be viewed as an 

improvement in the field of computational intelligence. Based on the promising result 

generated from the research; as future work, it is suggested that this research should 

be considered as a viable tool for any newly proposed system in email spam detection 

problem that is based on detector generation. Future work will be on parallel 

hybridization of two evolutionary algorithms to perform single task of detector 

generation. 
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