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Abstract—In general, the applications of robots have 

shifted rapidly from industrial uses to social uses. This 

provides robots with the ability to naturally interact with 

human beings and socially fit into the human 

environment. The deployment of social robots in the 

healthcare system is becoming extensive as a result of the 

shortage of healthcare professionals, rising costs of 

healthcare and the exponential growth in the number of 

vulnerable populations such as the sick, the aged and 

children with developmental disabilities. Consequently, 

social robots are used in healthcare for providing health 

education and entertainment for patients in the hospital 

and for providing aids for the sick and aged. They are 

also used for dispensing drugs and providing 

rehabilitation as well as emotional and aging care. Hence, 

social robots improve the efficiency and quality of 

healthcare services. The interaction between social robots 

and human beings is known as human-robot interaction. 

Human-robot interaction in healthcare is faced with 

numerous challenges such as the fear of displacement of 

caregivers by robots, safety, usefulness, acceptability as 

well as appropriateness. These challenges ultimately lead 

to a low rate of acceptance of the robotic technology. 

Consequently, this paper extensively appraises human-

robot interaction in healthcare, their applications and 

challenges.  Design, ethical and usability issues such as 

privacy, trust, safety, users‘ attitude, culture, robot 

morphology as well as emotions and deception arising 

from the interaction between humans and robots in 

healthcare are also reviewed in this paper.  

 

Index Terms—Artificial Intelligence, Healthcare, 

Human-robot interaction, Robots, Social Robots. 

 

I.  INTRODUCTION 

The rising cost of healthcare, the exponential growth of 

vulnerable population such as the sick and the aged and 

the shortage of qualified healthcare professionals in 

recent times has led to logical alternatives of providing 

healthcare services to patients [1]. One of the major 

means of providing alternative care is the use of social 

robots which is fast becoming prevalent as a result of the 

advancement in robotic technology and Information and 

Communication Technology (ICT). Social robots are 

used in healthcare to provide assistive health technology 

such as aids for the blind, robot wheelchairs and walkers. 

They are used to rehabilitate the aged and the infirm; they 

provide remote surgical operations and also dispense oral 

drugs in pharmaceutical settings [2].  In addition, social 

robotic systems are used to imitate the cognition of 

human beings and animals in order to provide companion 

for the aged. This mitigates boredom, isolation and 

depression and facilitates the quick recovery of the sick 

[3]. Social robots possess the ability to stimulate the 

development of new treatments for different diseases, 

improve the accessibility to care and also increase 

independent living. Consequently, social robots improve 

the quality of healthcare services and patient health 

outcomes. 

One of the major characteristics of a social robot is its 

ability to naturally interact with human beings and 

socially fit into the human environment. Furthermore, 

social robots are autonomous in nature and they have the 

ability to establish and maintain social relationships with 

their users [4]. Therefore a social robot according to 

Weiss and Evers [5] is an embodied intelligent agent 

which is specifically designed for social interaction with 

human beings. The interdisciplinary study of the dynamic 

interaction between human beings and social robots is 

referred to as human-robot interaction (HRI) [6]. Human-

robot interaction is an emerging field which is 

multidisciplinary in nature. It is a branch of Computer 

Science which draws its research links from the field of 

Artificial Intelligence majorly in Human-Computer 

Interaction (HCI), Robotic Engineering, Natural 

Language Processing, and Computer Vision. It is also 

related to Electrical, Mechanical, Industrial and Design 

Engineering. Human-robot interaction is as well rooted in 

Social Sciences majorly in the fields of Human Factors, 

Psychology, Cognitive Science, Communications, 

Sociology and Anthropology. It is also associated with 

Ethology, Ethics, Linguistics and Philosophy in 

Humanities.  

One of the major challenges confronting human-robot 

interaction in healthcare is the loss of privacy. This is 
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because social robots are mobile, they act as social actors 

and they also have the ability to gather data [7]. Other 

issues affecting human-robot interaction in healthcare 

include lack of trust, low user acceptance, emotions and 

deception. The interaction between humans and social 

robots within the healthcare system is also faced with the 

challenge of patients‘ safety. For instance, during human-

robot interaction, the human is considered as an integral 

part of a closed-loop feedback system which exchange 

information and energy with the robot system 

simultaneously [8]. At this point, too much energy may 

be transferred by the robot to the human/patient and this 

might result in severe injury [9]. In addition, the presence 

of sharp edges in the mechanical design of a social robot 

increases lacerations which can also cause severe 

damages to humans [9]. Thus, the social and ethical 

implications of a social robot must be considered during 

the design of social robots in healthcare. Hence, this 

study examines the general overview of robots and the 

types of robots depending on the type of tasks that they 

perform. Consequently, industrial robots, service robots 

and social robots are critically examined in this paper. 

This study also examines human-robot interaction in 

healthcare, its applications as well as its challenges. 

Ethical, design and usability issues associated with the 

interaction between humans and robots in healthcare are 

also considered in this study. 

This paper is organized into seven sections.  Section 

two deals with the general overview of robots, section 

three examines human-robot interaction, section four 

appraises human-robot interaction in healthcare, section 

five examines the challenges of human-robot interaction 

in healthcare, section six suggests ways of enhancing 

effective human-robot interaction in healthcare while 

section seven concludes the study. 

 

II.  GENERAL OVERVIEW OF ROBOTS 

The term robot originated from the Czech word 

―robota‖ which denotes forced labor. The word robot was 

coined by a Czech novelist named Karel Capek [10]. 

Capek used the word robot in a 1921 play titled Rossum‘s 

Universal Robots (R.U.R.). In R.U.R, robots were man-

made beings that were created to work for people. Thus, 

human beings have used robots to perform different tasks 

since ancient times. However, there is no standard 

definition for robots. Nevertheless, the Robot Institute of 

America [11] defines a robot as a reprogrammable, 

multifunctional manipulator designed to move material 

parts, tools or specialized devices through variable 

programmed motions for the performance of a variety of 

tasks. Re-programmability in this definition distinguishes 

robots from other automatic machines [12]. Davison [13] 

also views a robot as a physically-embodied, artificially 

intelligent device that has the ability to sense and actuate.  

Furthermore, Hegel et al. [14] defines a robot as a 

programmed physical entity that perceives and acts 

autonomously within a physical environment which has 

an influence on its behavior. In contrast to Hegel et al. 

[14] definition, a robot can be fully controlled by a 

human being, that is, teleoperated. From the definitions 

above, a system or device is considered a robot if it 

possesses the following features: 

 

 Sensing: A robot has the ability to sense its 

environment. A robot should be able to react and 

adapt to changing conditions in its environment. A 

robot should also be able to detect objects or 

features in its environment. 

 Movement: A robot must possess the ability to 

move in its environment. This could be done by 

rolling on wheels, walking with legs or propelling 

by thrusters. 

 Energy:  A robot must have a source of power 

such as electrical or solar power. 

 Intelligence: A robot must be cognitive in nature 

by possessing the capability to reason, plan, 

navigate and manipulate in its environment. A 

robot also possesses the ability to be easily 

programmable so that it can perform its tasks. 

 Shape: A robot must have a shape, frame or form 

that is required to carry out a specific task. 

 

A robot can therefore explicitly be defined as a 

reprogrammable, physically embodied, intelligent and 

mobile system that is energy driven and has the ability to 

act autonomously or be teleoperated in an environment 

which it has the capability to sense. A robot consists of 

seven basic components irrespective of its shape and size. 

These components work together to perform a specific 

task. The components of a robot include the following: 

 

 Controller: The controller coordinates the 

movement of the robot. The region of space a 

robot can reach is called the working envelope. 

The controller is also responsible for receiving 

input from the environment through its sensors.  

 Power conversion unit:  The power source 

provides energy to drive the robot‘s controller.  

The most common sources of power in robotic 

systems include electric power, compressed gases, 

solar power and hydraulics. The power supplied is 

usually converted from alternating current (ac) to 

direct current (dc) in the power conversion unit. 

 Manipulator: Robots have the capability to 

manipulate objects by picking up objects, 

modifying objects as well as destroying objects. 

The manipulator is the mechanical handling device 

of the robot which emulates the arm of a human 

being.  The manipulator consists of a set of rigid 

links connected by joints which are usually 

referred to as the shoulder, elbow and wrist.  The 

joints are usually rotary or sliding in nature. The 

arrangement of the joints which determines the 

possible motion of the robot is referred to as 

kinematics. 

 End Effector: The last link of the manipulator is 

called the end effector. The effector is defined as a 

link that is used to grip a tool. The end effector 

emulates the human hand. 
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 Sensors: The sensors allow robots to receive 

information about a certain measurement of the 

environment. This is usually done to ensure the 

safety of the robot.  Sensors allow a robot to act on 

changes in the environment.  

 Actuator: The actuator is usually referred to as 

the muscle of the robot. It converts the power 

supplied into the robot‘s movement. 

 Control and Task Program: The control 

program is a set of instructions provided by the 

manufacturer of the robot to control the robot‘s 

manipulator while the task program is a set of 

instructions usually provided by the user. The task 

program specifies the motion that the manipulator 

needs to complete a specific task. 

 

Hence, Qureshi and Syed [15] view a robot as a system 

that contains sensors, control systems, manipulators, 

power supplies, and software that work together to 

perform a specific task.  The components of a robot are as 

illustrated in Fig. 1.  

 

 

Fig.1. Components of a robot [11] 

Robots can be classified into different categories 

depending on the task that they perform. Based on this, 

the International Federation of Robots classified robots 

into two basic classes. These include the industrial robots 

and the service robot [16]. 

A.  Industrial Robots 

An industrial robot according to the International 

Federation of Robots is an automatically controlled, 

reprogrammable, multipurpose manipulator that is 

programmable in three or more axes which may be either 

fixed or mobile, and designed for use in industrial 

automation applications [17]. Industrial robots are usually 

used in manufacturing industries to perform tasks that are 

too cumbersome or too dangerous for human beings. 

They are mostly found in automobile industries where 

they are used to perform repetitive and predictable tasks. 

The applications of industrial robots typically include 

painting, welding, assembling, picking and placing, 

palletizing, product inspection and testing. Most 

industrial robots are robot arms or manipulators whose 

function is to position an end-effector through which it 

interacts with its environment. However, industrial robots 

are designed for environments where the presence of 

human beings is limited [18].  

B.  Service Robots 

Engelhardt [19] views a service robot as a system that 

functions as a smart, programmable tool that can sense, 

think, and act to benefit or enable humans to 

extend/enhance human productivity. In addition, the 

International Federation of Robots defines a service robot 

as a robot which operates semi autonomously or fully 

autonomously to perform tasks that are useful to the well 

being of human beings and equipment, excluding 

manufacturing operations [17].  It is clear from the above 

definitions that service robots are not used for 

manufacturing purposes and they do not interact with 

human beings. Conversely, a third class of robots was 

established. This special type of robot known as social 

robot was specifically designed to interact socially with 

human beings and other robots in order to support a 

human-like interaction.   

C.  Social Robots 

A social robot according to Bartneck and Forlizzi [20] 

is an autonomous or semi-autonomous robot that interacts 

with human beings by following the behavioral norms 

expected by the people with whom the robot is intended 

to interact.  However, Breazeal [21] argues that social 

robots interact with both human beings and other robots. 

Fong et al. [22] also corroborated Breazeal [21] by 

defining social robots as embodied agents that are part of 

a heterogeneous group of a society of robots or humans. 

However, for a robot to be considered social it must 

possess the following characteristics: 

 

 Social Interaction: A social robot engages in 

social interactions by explicitly communicating 

with human beings within the social rules attached 

to its roles. Hence, Fong et al. [22] emphasized 

that social robots have the ability to establish and 

maintain social relationships with human beings 

using natural cues such as gaze and gestures. 

Breazeal [21] stressed that human beings should 

be able to understand a social robot, relate with it 

and also empathize with it. Social robots also have 

the ability to express and perceive emotions. 

Hence, social robots exhibit personality, traits and 

character.  

 Anthropomorphism: Anthropomorphism is a 

phenomenon that describes the tendency of 

humans to see human-like shapes in an 

environment [23]. It is a process of attributing 

human like qualities and personal characteristics to 

entities in an environment. According to Graaf et 

al. [4], social robots can be designed to possess 

life-like qualities in order to enhance their 

interactions with human beings. Robots that take 

the shape and possess the qualities of humans are 

referred as humanoid robots. 

 Social learning and imitation: A social robot can 

easily adapt, perceive, recognize and learn new 

behaviors or skills by imitation through natural or 

intuitive means [18]. Behaviors can be verbal or 

non-verbal. Examples of non-verbal behaviors 

include gestures and gazing.  

Power Conversion 

Unit 

Controller 

Manipulator 

Sensor 
Actuator 

Control and 

Task program 
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One of the basic requirements that manage the 

behavior of social robots is the Isaac Asimov three laws 

of robots [24]. These laws are highlighted below. 

 

 A robot may not injure a human being or through 

inaction allow a human being to come to harm. 

 A robot must obey orders given to it by human 

beings except where such orders would conflict 

with the first law. 

 A robot must protect its own existence as long as 

such protection does not conflict with the first or 

second law. 

 

These three laws prove that the closer a human gets 

with a robot, the more complicated their relationship 

becomes and the risk of the human getting injured is 

heightened. Hence, safe zones must be defined during 

human-robot interaction. The basic consequence of these 

laws however is that robots that interact with other robots 

are not considered social robots. This is however against 

the definitions of Breazeal [21] and Fong et al. [22] 

which argued that social robots interact with both humans 

and other robots.  However, Vincent et al. [25] is of the 

view that a robot will only be considered social if it 

interacts with humans within the social values, norms and 

standards of a society. Consequently, Vincent et al. [25] 

view robots as culturally dependent since social values, 

norms and standards differ amongst cultures.  

 

III.  HUMAN-ROBOT INTERACTION 

There are diverse definitions for human-robot 

interaction. For instance, Goodrich and Schultz [26] 

define human-robot interaction (HRI) as a field of study 

that is dedicated to understanding, designing, and 

evaluating robotic systems for use by or with humans. 

Interaction in this definition according to Goodrich and 

Schultz [26] requires communication between robots and 

humans. In addition, Feil-Seifer and Mataric [6] view 

HRI as an interdisciplinary study of the dynamic 

interaction between human beings and robots. Interaction 

in this definition refers to the process of working together 

to achieve a common goal. HRI focuses on the study of 

the functionality and the usability of robots when 

performing tasks that involve human beings [27].  There 

are diverse means in which a human and a robot interact. 

These include the use of visual displays such as graphical 

user interfaces or augmented reality interfaces, gaze and 

gestures such as hand and facial movements, speech, 

natural languages, physical interaction and haptics [26]. 

HRI is therefore focused on making the interactions 

between robots and human beings as natural as possible. 

However, it is important to note that the social interaction 

between humans and robots is not limited to one human 

and one robot. The interactions between humans and 

robots in HRI can also take the form of one human-robot 

team, one human-multiple robots, human team-one robot, 

multiple humans-one robot, human team-robot team, 

human team-multiple robots, multiple humans-robot team 

[28]. A team in this regard refers to a group of humans or 

robots working together to achieve a common goal.  The 

robot team could however contain different types of 

robots or the same type of robot. The form of interactions 

between humans and robots is as illustrated in Fig. 2.  

According to Goodrich and Schultz [26], the 

interaction between a human and robot are categorized 

into two. These include remote interaction and proximate 

interaction. 

 

 Remote interaction: As the name implies, in 

remote interaction the human and the robot are not 

located in the same geographical location. The 

humans and the robots may be separated spatially 

or temporally.  

 Proximate interaction: In proximate interaction, 

the humans and the robots are in the same location 

or environment. This implies that the humans and 

robots are collocated. 

 

 

Fig.2. Forms of interactions in HRI [28] 
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According to Yanco and Drury [28], there are different 

types of interaction roles in HRI. These include: 

 

 Supervisor: A supervisor role involves 

monitoring, controlling and evaluating a task that 

is required to be performed by a robot. Hence, the 

supervisor controls the behavior of the robot. The 

supervisor can manage more than one robot. The 

human usually performs the role of a supervisor in 

HRI. 

 Operator: The operator is responsible for 

knowing where a robot is and what the robot is 

doing at any given time. The operator also has the 

knowledge of the robot‘s health and environment. 

The operator is also tasked with the responsibility 

of modifying the robot‘s behavior to a suitable one. 

The person who is responsible for remotely 

operating and controlling a robot is known as the 

Wizard-of-Oz (WoZ). 

 Mechanic: The mechanic plays the role of the 

programmer. The mechanic is responsible for 

changing the robots‘ hardware or software. 

 Peer/Team: The word peer refers to teammates. 

Hence, a robot as well as a human can be a 

member of a team. Both the human and the robot 

in the team work together to achieve a common 

objective. Interactions between the robot and the 

human at this point could be through gestures, 

gaze and voice. 

 Bystander: The role of the bystander is to coexist 

in the same environment with a robot without 

necessarily interacting with the robot. However, 

the bystander is required to have a little knowledge 

of the robot‘s behavior so as to understand the 

consequences of the robot‘s action. 

 

Hence, both humans and robots must have the 

knowledge of one another. This process is referred to as 

Human-Robot Interaction Awareness. Formally, Drury et 

al. [29] defines HRI awareness as the understanding that 

the human has of a robot‘s location, activities, status, and 

surroundings; the knowledge that the robot has of the 

human‘s commands or instructions that are necessary to 

direct its activities and the knowledge of the conditions 

and constraints under which the robot must operate. 

However, the lack of awareness significantly reduces the 

level of interaction between a human and a robot and thus 

the performance of the overall task required to be carried 

by both the human and the robot is greatly reduced [30]. 

According to Drury et al. [29], there are five types of HRI 

awareness. These include the following: 

 

 Human-robot Awareness: In human-robot 

awareness, the human have the knowledge of the 

robots‘ locations, surroundings, identities, 

activities and status.  

 Human-human Awareness: In human-human 

awareness, the humans have the knowledge of the 

locations, surroundings, identities, activities and 

status of their fellow human collaborators. 

 Robot-human Awareness: In robot-human 

awareness, the robots have the knowledge of the 

humans‘ instructions needed to perform a specific 

task. 

 Robot-robot Awareness: In robot-robot 

awareness, the robots‘ have the knowledge of the 

instructions given to them by other robots.  

 Humans’ overall mission Awareness: In 

humans‘ overall mission awareness, the human 

beings have the knowledge of the overall goal of 

the mutual activities carried out by the humans and 

the robots.  

 

There are five basic taxonomies of interactions 

between humans and robots [26]. These taxonomies 

include autonomy, the nature of information exchange, 

the structure of the team, adaptation, learning, and 

training of people and the robot as well as the shape of 

the task. 

 

 Autonomy: Autonomy can simply be described as 

the ability of a robot to carry out a task 

independently. Four levels of autonomy have been 

identified by the Department of Defense, United 

States of America [17]. These include human 

operated, human delegated, human supervised and 

fully autonomous. In human operated autonomy, 

the robot has no autonomous control of its 

environment while the human operator makes all 

the decisions.  In human delegated autonomy, the 

robot performs diverse tasks which are delegated 

to it, independent of human control. In human 

supervised autonomy, the robot performs diverse 

tasks when directed by humans while in fully 

autonomous autonomy, the robot receives goals 

from the human and translates them into tasks to 

be performed without requiring human interaction, 

although the human can still change the goal in 

this process. 

 Nature of Information Exchange: The nature of 

information exchange in this context refers to the 

way or manner in which humans and robots 

exchange information. Information is usually 

exchanged between humans and robots using 

different types of communication media which are 

characterized by the senses of hearing, touch and 

seeing [26]. Typical media of communication used 

for information exchange between humans and 

robots include gestures, such as hand and facial 

movements, speech, natural languages and visual 

displays such as graphical user interfaces or 

augmented reality interfaces. 

 The structure of the team: This can simply be 

described as the number, the composition and the 

organization of humans and robots that are 

working together to perform a particular task 

 Adaptation, Learning and Training: This simply 

means that a robot has the ability to be trained or 

taught a particular behavior and it also has the 

ability to learn new behaviors by natural or 
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intuitive means. A robot also possesses the ability 

to adapt to changes in its environment. In HRI, 

humans who are relatively inexperienced in a 

particular task can also trained. 

 Shape of the Task: The shape of the task is a term 

that refers to how a particular task is carried out. 

 

HRI is a wide research area which has been applied in 

several areas such as entertainment, military, search and 

rescue missions, education, communication and 

healthcare.  

 

IV.  HUMAN-ROBOT INTERACTION IN HEALTHCARE 

The use of robots is swiftly shifting from industrial 

uses where they are basically deployed for manufacturing 

purposes and tasks that are too dangerous for human 

beings to the use of social robots which have the 

capability to interact with human beings in a particular 

environment. Social robots have been widely deployed in 

healthcare in recent times as a result of low accessibility 

to healthcare services. For instance, in the United States 

of America, 28.6 million Americans (about 9.1% of her 

population) were uninsured in 2015 [31]. One of the 

major factors responsible for this is cost. Hence, these set 

of people were hindered from receiving healthcare. This 

may however lead to loss of lives. Nonetheless, social 

robots are now being designed to provide affordable 

home based, personalized and telemedicine technologies 

for preventive and curative care. In addition, the upsurge 

in population as well as the shortage in the number of 

qualified health workers has also necessitated the need 

for social robots in healthcare. Hence, researches in HRI 

in healthcare has resulted in the design of social robots 

that served as companions to patients, provide support for 

the aged and the sick and serve as assistive aids or 

mobility assistance to the visually impaired or people 

with mobility challenges [32]. Studies in HRI in 

healthcare have also brought about the design of social 

robots that provide therapy for autistic children in order 

to improve their social interactions [33]. Consequently, 

HRI has the capability to improve the quality and 

accessibility to healthcare services which in turn 

increases patients‘ health outcome.   

HRI in healthcare is primarily concerned with helping 

patients improve or monitor their health. Social robots in 

healthcare have been classified as surgical robots, 

rehabilitation robots, behavioral therapy robots, 

companion robots, assistive and supportive robots, 

physician surrogate, telepresence robots, biorobots, and 

vital signs monitoring robot. 

A.  Surgical Assistance Robots 

Surgical assistance robots are robots that allow 

physicians to perform surgical operations with greater 

precision. Surgical robots support both face-to-face and 

remote surgical operations. In face-to-face surgical 

operations, the physicians and patients are physically 

present while the human surgeon is not physically present 

with the patients in remote surgical operations. The use of 

surgical assistance robots results in minimally invasive 

surgeries. Surgical assistive robots have been used in 

urology for prostate cancer [17]. Advantages of surgical 

robots according to Kefee [17] include increased 

precision of surgical manipulation, improved vision due 

to magnification, a more controlled, comfortable and 

safer environment as well as better ergonometric for the 

operator.  A typical example of a surgical robot is the Da 

Vinci surgical system. The Da Vinci surgical system is a 

teleoperated and telepresence system which consists of an 

end-effector with surgical instruments. Da Vinci surgical 

system was designed to emulate a human like wrist with 

greater flexibility in order to assist surgeons to perform 

delicate and complicated operations. It is however worthy 

to note that the Da Vinci surgical system has performed 

more than 20,000 surgeries [15]. Fig. 3 shows the picture 

of Da Vinci system. Another type of a surgical robot is 

the Magnetic Microbots which have been used for 

removing plaques from a patient‘s arteries.  

 

 

Fig.3. Da Vinci system [17] 

B.  Rehabilitation Robots 

Rehabilitation robots according to Van der Loos and 

Reinkensmeyer [2] are robots that assist people with 

disability and provide therapy for people seeking to 

improve physical or cognitive functions. According to 

Van der Loos and Reinkensmeyer [2], disability means a 

physical or mental impairment that substantially limits 

one or more of major life activities. Van der Loos and 

Reinkensmeyer [2] categorized rehabilitation robots as 

assistive robots for mobility, assistive robots for 

manipulation and therapy robots.  

 

 Assistive robots for mobility: These are robots 

that assist people with motor impairments such as 

difficulty in vision and walking. Examples of 

assistive robots for mobility include robotic 

wheelchairs, intelligent wheel chairs, robotic 

walkers and robotic aids for the blind. Assistive 

robots improve mobility and navigation and also 

prevent collision and falls. A typical example of 

an assistive robot used in healthcare is Pearl. Pearl 

is a mobile robot system developed as a part of the 

Nursebot project at Carnegie Mellon University. It 

is designed to assist elderly people in navigating 

their daily activities in their environment and also 

to remind them to take their medications [33]. 

Pearl is equipped with sonar sensors, microphones 
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for speech recognition, speakers for speech 

synthesis, touch-sensitive graphical displays, 

actuated head units, and stereo camera systems 

[33]. Pearl supports telepresence which allows 

physicians to interact with remote patients. 

Another example of an assistive robot in 

healthcare is Robear. Robear is a giant gentle bear 

with a cartoonish head. Robear has the capability 

of lifting and transferring patients with mobility 

problems. Robear can also help patients to stand 

and turn in bed so as to prevent bed sores. Fig.  4 

shows Robear assisting medical practitioners to lift 

a patient unto a bed. 

 

 

Fig.4. Robear lifting a patient unto a bed [17] 

 Assistive robots for manipulation: Assistive 

robots for manipulation are used for handling 

physical objects. They are usually used by people 

with impairments of the arm, hand and fingers. 

Examples of assistive robots for manipulation 

include the MANUS robot arm, ISAC robot and 

Bestic Arm. Bestic arm is designed for lifting food 

from the plate to the mouth [34]. Handy 1 robot is 

also a manipulation robot which is used for 

assisting disabled people with eating and drinking 

[35]. Fig. 5 shows the picture of Bestic arm. 

 

 

Fig.5. Bestic arm lifting food from a plate [17] 

 Therapy Robots: Therapy robots are robots that 

provide treatment for people with physical and 

mental challenges. For instance, researches have 

shown that people suffering from Autism 

Spectrum Disorders (ASD) responded to 

treatments involving robotic technology than 

treatments from human therapists [36]. A typical 

example of a therapy robot is Paro. Paro was 

developed by the Intelligent Systems Research 

Institute (ISRI) of the National Institute of 

Advanced Industrial Science and Technology 

(AIST) in Japan. Paro resembles a baby harp seal. 

Paro is covered with soft artificial fur and it has 

been used as a substitute for animal therapy [37]. 

Paro is not mobile; but it has been used for the 

treatment of patients with dementia [3]. According 

to Riek [37], therapy using Paro include patients‘ 

holding, hugging, stroking, or talking to Paro as 

they would an actual animal or baby. Thus, Paro 

improved patients‘ social interaction and moods 

which improves patient‘s health outcome. Autom, 

the weight loss coach is also a therapy robot that 

helps people to reduce their weight by 

encouraging diet adherence and exercise [38]. 

Pepper, a four feet humanoid robot is also a 

therapy robot developed by Softbank to improve 

the mental engagement of humans by responding 

to their emotions.  

C.  Companion Robots 

Companion robots are typically designed to enhance 

the health and psychological well-being of the aged and 

the sick by providing companionship, alleviating stress 

and increasing their immune system. Companion robots 

have been used to increase the quality of life and the life 

span of the aged who usually lack human care and 

support in the society. Hence, companion robots mitigate 

helplessness, boredom, isolation, depression and 

loneliness [3]. Paro has also been used as a companion 

robot. In addition, AIBO, a metallic doglike robot has 

been used as a companion robot in nursing homes. A 

study conducted by Banks et al. [39] showed that AIBO 

reduces stress hormones and also improve the brain 

functioning of patients.  

D.  Entertainment  Robots 

These are robots that improve the health and well-

being of patients by entertaining them. Examples of 

entertainment provided by these types of robots include 

games, music and video. A typical example of an 

entertainment robot used in healthcare is the Guide robot 

manufactured by ED Robotics Company in Seoul, Korea 

[3]. The Guide robot also takes the vital signs of its users. 

Guide robot interacts with its users by speaking, 

displaying messages, images, videos and texts on a touch 

screen. It also accepts users‘ input on the touch screen [3]. 

E.  Telepresent Robots  

A telepresent robot is a form of telemedical robot that 

allows healthcare professionals that are offsite or in 

remote locations to participate in the care of a patient. 

Telepresent robots are however non-autonomous in 

nature and they are basically designed to facilitate remote 

communication as well as the timely treatment of patients. 

Telepresent robots are typically used for guiding therapy 

from remote locations. A typical example of a telepresent 

robot is Dr. Robot.  Dr. Robot according to Kefee [17] 

allows remote neurologists to provide special care for 

patients with acute stroke in an emergency room. Another 

example of a telepresent robot is the RP-VITA robot 

developed by In touch health and iRobot. RP-VITA robot 

is designed to collect patients‘ data and disseminates it to 
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designated healthcare professionals. However, whenever 

there is an abnormality in the data collected, RP-VITA 

robot notifies the healthcare professionals through alerts 

[17]. 

Table 1 shows a comparative analysis of social robots 

in healthcare. 

Table 1. A Comparative Analysis of Some Social Robots in Healthcare 

Healthcare 

Robot 

Types of 

Interaction 

Level of 

Autonomy 

Interaction 

Roles 

Da Vinci 

Surgical 

System 

Proximate 

and Remote 

Non-

Autonomous 

Human is 

Supervisor 

and Operator 

Humans and 

Robot are 

Team 

Robotic 

Wheelchair 
Proximate 

Non-

Autonomous 

Humans and 

Robots are 

Team 

Pearl 
Proximate 

and Remote 

Non-

Autonomous 

Human is 

Supervisor 

Humans and 

Robot are 

Team 

Paro Proximate 
Non-

Autonomous 

Humans and 

Robots are 

Team 

Guide Proximate 
Non-

Autonomous 

Humans and 

Robots are 

Team 

Autom Proximate 
Non-

Autonomous 

Humans and 

Robots are 

Team 

 

V.  CHALLENGES OF HUMAN-ROBOT INTERACTION IN 

HEALTHCARE 

Social robots are now widely used in healthcare. Their 

applications range from surgery, emotional and aging 

care, companionship to telemedicine and rehabilitation. 

However, there are numerous challenges associated with 

the interaction between humans and social robots in 

healthcare. These challenges range from ethical 

challenges, design issues to safety, usefulness, 

acceptability and appropriateness. 

A.  Ethical Challenges  

Ethics is a philosophical discipline which is concerned 

with the morality of human behavior, with right and 

wrong [40]. There are four basic principles of healthcare 

ethics. These principles were developed by Tom 

Beauchamp and James Childress [41].  These four 

principles include autonomy, beneficence, non-

malfeasance and justice. The ethical challenges 

confronting HRI in healthcare are discussed in line with 

these four principles.  

 

 Autonomy: Autonomy in this regard refers to the 

right of a patient to have control over his or her 

body.  Hence, patients are allowed to make 

decisions concerning their health. Autonomy also 

refers to the right of a patient to have the 

knowledge of their health information and a right 

to their healthcare [42]. Thus, patients must be 

fully aware before their health information is 

exchanged amongst diverse healthcare providers 

[43]. For instance, some robots are designed to 

assist in the monitoring of patients health during 

human-robot interaction. Such robots may have 

cameras installed on them which enable healthcare 

providers to monitor their patients‘ health 

remotely. Some of these robots may have the 

ability to record and transmit data in human-

readable format [7]. This usually causes privacy 

concerns especially when the patient is not aware 

of whom the data is transmitted to. This is because 

patient‘s information must not be divulged or 

revealed to anyone who is not involved in the care 

of the patient. This may lead to lack of confidence 

and trust in healthcare providers, and this can 

prevent patients from disclosing relevant 

information at the point of care. Nevertheless, trust 

is essential in HRI in healthcare as it affects the 

willingness of the healthcare providers and 

patients to accept the information and suggestions 

generated by the robots which invariably affects 

the decision making process of the healthcare 

system.  

 Beneficence: Beneficence simply means to do 

good. The principle of beneficence ensures that all 

procedures and therapy are done to ensure the well 

being of patients. To ensure beneficence in 

healthcare, healthcare professionals must maintain 

a high level of skills and knowledge in the use of 

current and best medical practices. However, one 

of the major challenges facing HRI in healthcare is 

the high cost involved in training healthcare 

professionals in the use of robots for therapy and 

assistive care. Furthermore, the cost of 

maintaining social robots in healthcare is high. 

Hence, social robots are not widely deployed in 

healthcare despite their significant impacts on 

healthcare delivery. 

 Non-Malfeasance: Non-malfeasance or primum 

non nocere in Latin means to do no harm [44]. 

Harm in this definition refers to anything which 

worsens the conditions of patients such as the 

introduction of pain, discomfort, suffering, 

disability or disfigurement and death [43]. 

However, if a robot is not designed with safety in 

mind, it could harm the users it is designed to 

interact with [6]. Hence, social robots in healthcare 

such as robotic wheelchairs and walkers must be 

designed to avoid obstacles, collision and fall 

while maneuvering in an environment. In addition, 

during HRI, humans and robots exchange 

information and energy. Nevertheless, the 

transmission of too much energy by the robot to 

the human may result in severe injury. 

Furthermore, the presence of sharp edges in the 

mechanical design of a social robot can result in 

lacerations which can also cause severe damages 

to humans [9]. In addition, in HRI, 

anthropomorphism creates emotional attachment 
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between humans and robots.  This however can 

create a degree of deception in the minds of 

humans. This is because when patients are 

emotionally attached to anthropomorphic robots, 

they might begin to think they are truly humans. 

Thus, a loss or an irreparable damage of the robot 

that a patient is emotionally attached to can result 

in the deterioration of the patient‘s health. 

Furthermore, the emotional attachment between 

humans and robots is unidirectional [45]. Hence, 

social robots cannot reciprocate the emotions 

accorded them by humans. In addition, some 

humans may exhibit decreased trust and negative 

emotional responses towards some robots that 

imperfectly resemble human beings. Sparrow and 

Sparrow [46] argued that the use of robots to 

provide care to the vulnerable especially older 

people would most likely result in the reduction of 

human contact which is detrimental to their well-

being.  Another challenge confronting human-

robot interaction is the ability of the robot to fail or 

malfunction during healthcare delivery process. 

This is however harmful to the health of the 

patients. 

 Justice: The principle of justice ensures that there 

is fairness in decisions concerning the care of a 

patient. It also ensures the fair distribution of 

scarce medical resources amongst patients. The 

principle of justice also ensures that appropriate 

laws and legislations that ensure data availability, 

privacy, confidentiality, accuracy, integrity, 

accountability and security are put in place during 

healthcare delivery. In HRI, security and privacy 

issues such as unauthorized view of patients‘ 

information is still a major cause of concern. 

B.  Usability Challenges  

The International Standard Organization (ISO) 924111 

defines usability as the extent to which a product can be 

used by specified users to achieve specified goals with 

effectiveness, efficiency and satisfaction in a specified 

context of use [47]. Hence, usability can be described as 

how easy it is for users to accurately and efficiently 

accomplish a task while using a system. Usability is 

concerned with a system‘s particular users, their tasks and 

the system‘s environment of use. Mayhew [48] defines 

usability based on how well a system supports the user‘s 

real life tasks, how easy it is for diverse user groups to 

learn the use of a system, how efficient the system is for 

frequent users, how easy it is for occasional users to 

remember the functionalities of the system, how satisfied 

the users are with the system and how easy it is for the 

system users to understand what the system does. The 

following are some of the usability challenges 

confronting HRI in healthcare. 

 

 User/Social Acceptance: Dillion [49] defines user 

acceptance as the demonstrable willingness within 

a user group to employ a technology for the tasks 

it is designed to support.  In HRI, social 

acceptance is defined as an individual‘s 

willingness to integrate a robot into an everyday 

social environment based on interaction and 

experiences [50].  For instance, one of the 

challenges facing the Sedasys system, a social 

robot that delivers anesthesia to patients without 

an anesthesiologist, is low social acceptance rate. 

This is due to the fear of autonomous care that the 

robot provides [17]. Hence, the fear of 

displacement of healthcare professionals by care 

robots is heightened.  

 User Experience: User experience in human-

robot interaction according to Weiss [50] deals 

with the way people use the interactive product, 

the way it feels like in their hands, how well they 

understand how it works, how they feel about it 

while they are using it, how well it serves their 

purposes, and how well it fits into the entire 

context in which they are using it. Nonetheless, 

Riek [37] reported that most upper-limb 

rehabilitative robots are so difficult for therapists 

to use and as a result they remain dormant in 

closets after they are purchased. In addition, the 

study carried out by Hayley [3] showed that the 

sound made by Paro was distressing to some of its 

users and hence they disliked it. 

 Culture: Culture in this parlance refers to the 

ethnic, national or geographic location of the users 

of the robots. It also encompasses the religion, 

language and cultural values of the users of the 

robots. For instance, the way the Japanese or 

South Koreans interact with robots is quite 

different from the way the Europeans interact with 

them. The Japanese are usually more enthusiastic 

in the deployments of robots than the Europeans.  

This is because the use of automatons has a long 

tradition in religious ceremonies in Japan, and also 

the positive presentation of robots in Japanese 

literature leads to a high acceptance of robots in 

Japan [50]. Conversely, the Middle Eastern culture 

is opposed to iconic technologies, such as 

humanoid robots [37]. Hence, the use of social 

robots in the Middle East is limited. 

 Attitude towards the use of the Technology: 

Venkatesh et al. [51] defines attitude as an 

individual‘s overall affective reaction to using a 

system. May et al. [52] conducted a study on the 

attitude of healthcare providers on the use of a 

robotic telepresent psychiatric treatment delivery 

system. The result of the study showed that some 

of the healthcare providers felt that the presence of 

the robotic technology during care was a threat to 

the healthcare delivery process. Conversely, a 

study carried out by Hayley et al. [3] showed that 

users were enthusiastic and had positive attitude 

towards the use of Paro because the users believed 

that Paro was beautiful looking, life-like, tactile 

and had lovely eyes. 

 Robot Morphology: This refers to the form or the 

appearance of the robot. Social robots can be 
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mechanical or anthropomorphic in appearance. 

However, when a robot‘s appearance is very close 

to that of a human, the feelings of comfort and 

familiarity declines. This concept is referred to as 

the uncanny valley. For instance, Pino et al. [53] 

emphasized that hyper-realistic representations of 

robots with human appearance could lead persons 

with dementia to confusion. Hence, the use of such 

robots in the provision of therapy for patients is a 

challenge. In addition, Riek et al. [37] conducted a 

study on the attitudes of humans towards 

humanoid robots in the United Arab Emirates 

where the use of iconic technology is discouraged. 

Riek et al. [54] used a humanoid robot that 

resembles the philosopher Ibn Sina in their study. 

The result of the study showed that despite the 

opposition to the use of iconic technology in 

United Arab Emirates, the humanoid robot was 

well-accepted when used for healthcare services 

because of its appearance.  

 

VI.  RECOMMENDATIONS FOR ENHANCING HUMAN-ROBOT 

INTERACTION IN HEALTHCARE 

This research so far has shown that social robots have 

broad applications in healthcare. They are used to provide 

therapeutic and assistive care to the vulnerable, they are 

also used to provide companion to patients and they also 

assist in surgical operations. The interaction between 

humans and social robots in the healthcare system is no 

doubt bedeviled with numerous challenges ranging from 

emotions and deception, safety, privacy to lack of trust, 

high cost of training healthcare professionals in the use of 

robotic technology as well as usability issues.  The major 

consequence of these challenges is a decline in the 

acceptance rate of the robotic technology in healthcare. 

However, the following suggestions can be adopted to 

enhance an effective interaction between humans and 

robots in healthcare. 

 

 The care of a patient should not be totally left in 

the hands of an autonomous social robot. Social 

robots should be made to provide complementary 

care and not replace human contacts. This will 

prevent patients from being totally emotionally 

attached to social robots. 

 Healthcare laws and security policies such as the 

Health Insurance Portability and Accountability 

Act (HIPAA), National Health Information 

Technology and Privacy Advancement Act of 

2007, Technologies for Restoring Users Security 

and Trust in Health Information Act of 2008, Red 

Flags Rule as well as The American Recovery and 

Reinvestment Act (ARRA) should be implemented 

in HRI in healthcare. This will prevent breaches of 

sensitive healthcare information and also ensure 

that patients have legal rights concerning their 

personally identifiable healthcare information. 

This will also ensure that patients have a right to 

how their information are revealed and used for 

other purposes apart from treatment, payment and 

other medical operations. Hence, policies that 

ensure patients‘ consent should be encouraged 

when robots are involved in the exchange of 

patients‘ data. 

 Human factors should be considered during the 

design of social robots because humans are 

considered as a major component in human-robot 

interaction. For instance, when designing robots to 

aid the movement of older people, the robot 

designer should consider that most elderly people 

are slow in movement and are weak. Hence, robots 

with slower motion and soft surface should be 

considered for elderly people. 

 The safety of both the robot, patient and healthcare 

providers should be considered during human-

robot interaction. Robots with sharp edges that can 

cause lacerations to patients should be avoided in 

healthcare.  Safety devices such as safety screens 

should also be employed in the design of assistive 

mobile robots in order to prevent collision and fall.  

 The uncanny valley should be avoided during the 

design of humanoid robots in healthcare. Hence, 

the appearance of humanoid robots in healthcare 

should not be too close to that of human beings in 

order to avoid a repulsive reaction from patients 

and caregivers. This will prevent the expression of 

fear by its users. 

 Trust is very essential in human-robot interaction. 

This is because the lack of trust in the interaction 

between human beings and robots could result in 

the misuse and abuse of robots. Hence, trust 

facilitates the reliance of human beings on the 

ability of social robots to perform their tasks. 

Hence, trustworthy robots should be designed for 

the healthcare system. This will help social robots 

used in healthcare to perform their tasks 

effectively. 

 Social robots in healthcare should be designed to 

be emotionally intelligent. They should be able to 

recognize and understand human emotions as well 

as respond to and manage these emotions. This is 

because emotionally intelligent robots are less 

frustrating to deal with [55]. For instance, 

Cameron [56] is of the view that a robot that is 

able to recognize a human emotion can modify its 

own behavior to be more accommodating. 

 The integration of social robots into the healthcare 

system is a challenging task. This is because users 

perceive autonomous robots differently from other 

computer technologies. Social robots conform to 

the rules of their environment and also negotiate 

their interactions with human beings [50]. 

Nevertheless, social robots within the context of 

healthcare must be robust, effective, efficient and 

flexible. This will enhance a human-robot team in 

the healthcare system to accomplish a task. 

 Social robots in healthcare should be fault tolerant 

and they should also be designed to degrade 

gracefully. This is because the frequent failure or 
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malfunctioning of social robots during healthcare 

delivery process can be harmful to the health of 

patients. 

 

Hence, it is advised that social and ethical implications 

of social robots should be considered during the design of 

social robots in healthcare. 

 

VII.  CONCLUSION 

Human-robot interaction is an emerging and dynamic 

field which deals with the interaction between humans 

and social robots in a specific environment. Human-robot 

interaction has been applied in several fields such as 

Education, Military, Entertainment, Communication and 

Healthcare. Human-robot interaction is fast becoming 

popular in healthcare as a result of the increase in the 

number of vulnerable populations, rising cost of 

healthcare and the shortage of qualified healthcare 

professionals. HRI have been used to provide 

companionship, surgical operations, rehabilitative care 

and entertainment to humans within the context of 

healthcare. Consequently, HRI improves patient health 

outcome as well as the quality of healthcare services 

delivered to patients. In spite of the numerous benefits of 

social robots in healthcare, the interactions between 

humans and robots are bedeviled by numerous challenges. 

These include privacy, safety, the form of the robot, trust, 

emotions and deception as well as culture. The basic 

consequence of these challenges is a decline in the 

acceptance rate of social robotic technology in healthcare. 

It is against this backdrop that this paper examines the 

general concepts of robots and their classification based 

on the task they perform. This study also appraises the 

concept of human-robot interaction within the concept of 

healthcare. Ethical and usability challenges affecting 

human-robot interaction in healthcare are also examined 

in this paper. The ethical challenges were viewed in line 

with the principles of ethics designed by Beauchamp and 

Childress. This study suggests that human factor, privacy, 

patients‘ consents as well as the safety of the robots, 

healthcare providers and patients should be considered 

during human-robot interaction in healthcare. 
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